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where the ∗ denotes complex conjugate. Thus if the positive part of the frequency spectrum
is known, the negative frequency part can be obtained, since the amplitude of the spectrum
is always symmetric about the frequency origin (|F (−ω)| = |F (ω)|) and the phase of the
spectrum is anti-symmetric (arg[F (−ω)] = −arg[F (ω)]). For real signals, it is sometimes
convenient to plot only the positive frequency part of the amplitude or energy spectrum.

1.4 Message signals

We will call the signal that is to be transmitted over the communications channel the message
signal , denoted by m(t). In an analog communications system the message signal could be
the audio signal from a microphone. For example, Figure 1.7 (top) shows 0.8 seconds of
audio from a radio talk show. Figure 1.7 (bottom) shows the average energy spectrum
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Figure 1.7: Top: message signal consisting of 0.8 seconds of audio from a radio talk show.
Bottom: normalized average energy spectrum (in dB) of a 15-second segment of audio
from the same talk show. The average energy spectrum was calculated by segmenting the
original time series, sampled at 44.1 ksamples/s, into 512 point segments. The discrete
Fourier transform (DFT) was calculated for each segment, and the squared magnitude of
each DFT was averaged.

calculated using an audio sample of duration 15 seconds. This audio sample contained male
and female speakers. Notice that the energy is contained within the frequency range 200-



In a digital communication system the message signal will typically be formed
from a superposition of pulses with amplitudes chosen to represent a sequence
of information bits. In this case m(t) can be written

m(t) =
X

n

anp(t� nT )

where:

p(t) is a pulse function chosen to control the shape of the spectrum of m(t)

an is a sequence of pulse amplitudes chosen from a finite set of possible val-
ues

T is the signaling interval, and T�1 is then the signaling rate — the rate at
which pulses are transmitted.



an 2 {�1, 1}: binary pulse amplitudes, log2(2) = 1 bit of information per pulse
! 1

T bits/sec

an 2 {�1, 0, 1}: ternary pulse amplitudes, log2(3) = 1.585 bits per pulse! 1.585
T

bits/sec

an 2 {�1.5,�0.5, 0.5, 1.5}: 4-ary pulse amplitudes, log2(4) = 2 bits per pulse
! 2

T bits/sec

an 2 {�3.5,�2.5,�1.5,�0.5, 0.5, 1.5, 2.5, 3.5}: 8-ary pulse amplitudes, log2(8) =
3 bits per pulse ! 3

T bits/sec

bits per second = pulses per second x bits per pulse



< |M(f)|2 >= |P (f)|2 < |
�

n

ane�j2�fnT |2 >

F(m(t)) = M(f) =
� ⇥

�⇥
m(t)e�j2�ftdt

M(f) =
⇥ ⇥

�⇥
[
�

n

anp(t� nT )]e�j2�ftdt

M(f) = P (f)
�

n

ane�j2�fnT

If the pulses, p(t), have bandwidth W then the message signal,
m(t), will also have bandwidth W .

a constant
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Figure 1.8: Pulse shapes (and their spectra) suitable for use in digital communications sys-
tems. (a) rectangular pulse, (b) half-cosine pulse, (c)-(e) pulses with raised-cosine spectrum
with excess bandwidths of (c) 10% (β = 0.1), (d) 50% (β = 0.5) and (e) 90% (β = 0.9).



If pulses are bandlimited, then successive pulses in the message signal m(t) =P
anp(t� nT ) will overlap. This is called intersymbol interference.

In practice, communication channels have finite bandwidth, W , so it is best to
use pulses that have finite bandwidth.

<latexit sha1_base64="AXQInybFrQTneUaj+aiIkl8ym4A=">AAACa3icbZHPTttAEMbXhhZIWwhwoKI9jBqQeogiOxd6ROLS3qjUEKQkitbrMV6xf6zdMSiKuPQRufEGXPoOXQcfWmCklT59M6OZ+W1WKekpSR6ieG39zduNza3Ou/cftne6u3sX3tZO4EhYZd1lxj0qaXBEkhReVg65zhSOs+uzJj++QeelNb9oUeFM8ysjCyk4BWve/T01VpocDcEPA5XjgqTAPgirdW3aMhAlNwaVh5LfIBTSSELIuMlvZU5lH47GR33wFiSB9JChJyALtUeoauXRA5WcXm8ewLzbSwbJKuClSFvRY22cz7v309yKWoelheLeT9KkotmSu7C6wrvONAyuuLjmVzgJ0nCNfrZcsbqD4+DkUFgXXjh65f7bseTa+4XOQqXmVPrnucZ8LTepqfg2W0pT1YRGPA0qatWAaMBDLh0KUosguHAy7NpgbYCH7+kECOnzk1+Ki+EgTQbpz2HvdNji2GSf2Bf2laXshJ2y7+ycjZhgj9F2dBB9jP7E+/Fh/PmpNI7ann32X8THfwF4v7l6</latexit><latexit sha1_base64="AXQInybFrQTneUaj+aiIkl8ym4A=">AAACa3icbZHPTttAEMbXhhZIWwhwoKI9jBqQeogiOxd6ROLS3qjUEKQkitbrMV6xf6zdMSiKuPQRufEGXPoOXQcfWmCklT59M6OZ+W1WKekpSR6ieG39zduNza3Ou/cftne6u3sX3tZO4EhYZd1lxj0qaXBEkhReVg65zhSOs+uzJj++QeelNb9oUeFM8ysjCyk4BWve/T01VpocDcEPA5XjgqTAPgirdW3aMhAlNwaVh5LfIBTSSELIuMlvZU5lH47GR33wFiSB9JChJyALtUeoauXRA5WcXm8ewLzbSwbJKuClSFvRY22cz7v309yKWoelheLeT9KkotmSu7C6wrvONAyuuLjmVzgJ0nCNfrZcsbqD4+DkUFgXXjh65f7bseTa+4XOQqXmVPrnucZ8LTepqfg2W0pT1YRGPA0qatWAaMBDLh0KUosguHAy7NpgbYCH7+kECOnzk1+Ki+EgTQbpz2HvdNji2GSf2Bf2laXshJ2y7+ycjZhgj9F2dBB9jP7E+/Fh/PmpNI7ann32X8THfwF4v7l6</latexit><latexit sha1_base64="AXQInybFrQTneUaj+aiIkl8ym4A=">AAACa3icbZHPTttAEMbXhhZIWwhwoKI9jBqQeogiOxd6ROLS3qjUEKQkitbrMV6xf6zdMSiKuPQRufEGXPoOXQcfWmCklT59M6OZ+W1WKekpSR6ieG39zduNza3Ou/cftne6u3sX3tZO4EhYZd1lxj0qaXBEkhReVg65zhSOs+uzJj++QeelNb9oUeFM8ysjCyk4BWve/T01VpocDcEPA5XjgqTAPgirdW3aMhAlNwaVh5LfIBTSSELIuMlvZU5lH47GR33wFiSB9JChJyALtUeoauXRA5WcXm8ewLzbSwbJKuClSFvRY22cz7v309yKWoelheLeT9KkotmSu7C6wrvONAyuuLjmVzgJ0nCNfrZcsbqD4+DkUFgXXjh65f7bseTa+4XOQqXmVPrnucZ8LTepqfg2W0pT1YRGPA0qatWAaMBDLh0KUosguHAy7NpgbYCH7+kECOnzk1+Ki+EgTQbpz2HvdNji2GSf2Bf2laXshJ2y7+ycjZhgj9F2dBB9jP7E+/Fh/PmpNI7ann32X8THfwF4v7l6</latexit><latexit sha1_base64="AXQInybFrQTneUaj+aiIkl8ym4A=">AAACa3icbZHPTttAEMbXhhZIWwhwoKI9jBqQeogiOxd6ROLS3qjUEKQkitbrMV6xf6zdMSiKuPQRufEGXPoOXQcfWmCklT59M6OZ+W1WKekpSR6ieG39zduNza3Ou/cftne6u3sX3tZO4EhYZd1lxj0qaXBEkhReVg65zhSOs+uzJj++QeelNb9oUeFM8ysjCyk4BWve/T01VpocDcEPA5XjgqTAPgirdW3aMhAlNwaVh5LfIBTSSELIuMlvZU5lH47GR33wFiSB9JChJyALtUeoauXRA5WcXm8ewLzbSwbJKuClSFvRY22cz7v309yKWoelheLeT9KkotmSu7C6wrvONAyuuLjmVzgJ0nCNfrZcsbqD4+DkUFgXXjh65f7bseTa+4XOQqXmVPrnucZ8LTepqfg2W0pT1YRGPA0qatWAaMBDLh0KUosguHAy7NpgbYCH7+kECOnzk1+Ki+EgTQbpz2HvdNji2GSf2Bf2laXshJ2y7+ycjZhgj9F2dBB9jP7E+/Fh/PmpNI7ann32X8THfwF4v7l6</latexit>

In 1928 Harry Nyquist showed that:
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given a channel with bandwidth W , it is possible to send pulses at a maximum
rate of 2W pulses per second with no intersymbol interference using Nyquist
pulses.
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if we want to send pulses at a given rate, say 1/T pulses per second, then the

minimum bandwidth required for no intersymbol interference is 1/2T Hz.
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it is possible to design bandlimited (finite bandwidth) pulse waveforms that go
to zero at multiples of T seconds, so that inter symbol interference vanishes at
discrete times 0, T, 2T, .... Pulses that pass through zero at multiples of T are
called Nyquist pulses.
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Nyquist’s 1928 signaling-rate results were cited by Claude Shannon in 1945 when
Shannon derived the Nyquist-Shannon sampling theorem.
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3500 Hz. We shall use the symbol W to refer to the bandwidth of the message signal. The
message signal bandwidth is defined such that the frequency interval [−W, W ] contains all
(or, essentially all) of the energy in the signal. For the signal shown in Figure 1.7, W is
approximately 3.5 kHz.

In a digital communication system the message signal will typically be formed from a
superposition of pulses with amplitudes chosen to represent a sequence of information bits.
In this case m(t) can be written

m(t) =
∑

n

anp(t − nT ) (1.5)

where p(t) is a pulse function chosen to control the shape of the amplitude spectrum of
m(t), {an} represents the sequence of information bits and is a sequence of numbers chosen
from a finite set of possible values, and T−1 is the signaling rate — the rate at which pulses
are transmitted. In the case of binary data, the pulse amplitudes would typically be chosen
from the antipodal set {−1, 1}, so that an = ±1. In this case each information bit results
in one transmitted pulse so that 1 bit of information is transmitted each T seconds. More
generally, an could take on any of M discrete values, in which case we have an M − ary
data sequence and log2 M bits are transmitted each T seconds. In general, the number of
information bits transmitted per second will be the signaling rate (T−1) times the number
of bits represented by each pulse that is transmitted (log2 M).

Pulse-shapes that are commonly used to generate the message signal include the rectan-
gular pulse (Figure 1.8a):

p(t) =

{
1 , − 1

2 ≤ t
T < 1

2
0 , elsewhere

,

with Fourier transform

P (f) =
sin πfT

πfT
.

The half-cosine pulse (Figure 1.8b):

p(t) =

{
cos πt

T , − 1
2 ≤ t

T < 1
2

0 , elsewhere
,

with Fourier transform

P (f) =
sin πT (1

2 + f)

πT (1
2 + f)

+
sinπT (1

2 − f)

πT (1
2 − f)

occupies significantly less bandwidth than the rectangular pulse.
A very useful family of pulses with finite bandwidth is obtained by defining the pulse such

that its Fourier transform transitions from a constant (flat) central region to zero through a
smooth transition region having a raised cosine shape. These pulses are called raised-cosine
pulses (Figure 1.8(c-e)). The Fourier transform of the raised-cosine pulse is

P (f) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

T |fT | ≤ 1
2 (1 − β)

T
2 {1 + cos[π

β (|fT |− 1
2 (1 − β)]} 1

2 (1 − β) < |fT | ≤ 1
2 (1 + β)

0 |fT | > 1
2 (1 + β)

, (1.6)
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where 0 ≤ β ≤ 1. The dimensionless parameter β controls the width of the raised-cosine
transition region. The time-domain pulse shape of the raised-cosine pulse is

p(t) =
sin(πt/T )

πt/T

cos(πβt/T )

1 − (2βt/T )2
. (1.7)

The bandwidth of these pulses is W = 1
2T (1 + β). The parameter β is called the fractional

excess bandwidth and it is often expressed as a percentage. The minimum possible bandwidth
results when β = 0 which results in W = 1

2T . In this case, the spectrum becomes rectangular
and the pulse shape is a sinc function with relatively large sidelobes that extend over many
signaling intervals on either side of the center of the pulse. For 0 < β ≤ 1, the amplitude
spectrum exhibits a gradual transition to zero. As β increases, the sidelobes are increasingly
damped and the time-domain pulse becomes more compact and extends over fewer signaling
intervals.

It is important to point out that the spectrum of the chosen pulse will determine the
shape of the spectrum of the message signal m(t) and hence the bandwidth occupied by the
message signal. Let us assume that the summation in equation 1.5 is finite and consists of
N terms. The resulting m(t) has finite energy. The Fourier transform of m(t) is

M(f) = F [m(t)] =
N∑

n=1

anF [p(t − nT )] = P (f)
N∑

n=1

ane−j2πfnT . (1.8)

The energy spectrum is

|M(f)|2 = |P (f)|2|
N∑

n=1

ane−j2πnfT |2. (1.9)

For a specific data sequence {an} the second term on the right hand will vary unpredictably
with frequency. Nevertheless, the second term has a well-defined average value. If an = ±1
the average value is equal to the length of the data sequence, N . Therefore, if the energy
spectra of many message signals resulting from different random data sequences of length N
are averaged, the average of the second term will converge to the value N . Using brackets
<> to denote an average over a large number of message signals,

< |M(f)|2 >≃ N |P (f)|2, (1.10)

which means that the energy spectrum of the pulse determines the average energy spectrum
of the message signal. This is illustrated in Figure 1.9 which shows a portion of a message
signal generated using raised-cosine pulses with β = 0.5 and the average energy spectrum
calculated by dividing the long message signal into shorter segments and averaging the
energy spectra of each segment. Note that the shape of the average energy spectrum is
determined by the raised-cosine spectrum of the individual pulses.

The raised-cosine pulses are Nyquist pulses, having the property that they are zero at
non-zero multiples of the signaling interval T . Because of this property, such pulses can be
superposed as in equation 1.5 without causing any inter-pulse (or intersymbol) interference
at times corresponding to integer multiples of the signaling interval (t = nT ) because only
the pulse centered at t = nT contributes to m(t) at that time. Refer ahead to the upper
plot in Figure 1.10 to see a sample message signal generated from a binary pulse amplitude
sequence (an = ±1) and raised-cosine pulses with β = 0.1. The binary message can be read
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Figure 1.8: Pulse shapes (and their spectra) suitable for use in digital communications sys-
tems. (a) rectangular pulse, (b) half-cosine pulse, (c)-(e) pulses with raised-cosine spectrum
with excess bandwidths of (c) 10% (β = 0.1), (d) 50% (β = 0.5) and (e) 90% (β = 0.9).
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Figure 1.9: Top: A message signal produced using a random data sequence and raised-
cosine pulses with β = 0.5. Bottom: Normalized average energy spectrum of m(t) computed
numerically using the following procedure: a message signal of length 32768T was generated
using a random sequence of bits. The long message signal was divided into short segments of
length approximately 100T . The energy spectrum of each short segment was computed, and
all spectra were averaged. The average spectrum was normalized so that the area under the
spectrum is 1.0. Note that the shape of the energy spectrum exhibits the raised-cosine shape
of the pulses. Since β = 0.5, the bandwidth of the spectrum is WT = 1

2 (1 + 0.5) = 0.75.



bits per second = pulses per second x bits per pulse

• Given a channel with bandwidth W (Hz), maximum pulse rate is 2W
(Nyquist).

• Maximum number of bits per pulse?

In practice, the energy per pulse will be limited by hardware constraints.

Thus, peak pulse amplitude (largest value of |an|) is limited.

• To increase bits per pulse when peak amplitude is limited, must decrease

the spacing between amplitudes. If the di↵erence between pulse ampli-

tudes becomes smaller than rms noise, then the receiver can’t tell the

di↵erence between amplitudes. So bits per pulse is limited by channel

signal to noise ratio (SNR).

• If SNR is large, can use a large set of pulse amplitudes and hence many

bits per pulse.

Summary - bits per pulse is limited by signal to noise ratio on the channel.

The Shannon Channel Capacity theorem tells us what is possible:

C = W log2(1 + SNR)

C = channel capacity in bits per second

W = channel bandwidth in Hz

SNR = signal to noise power ratio

Apparently, for the signaling scheme that we have been discussing, maximum

number of bits per pulse is:

1
2 log2(1 + SNR)

e.g. 1MBit/s in a 20 kHz channel

SNR=2^(C/W)-1 = 
2^(10^6/2(10^4))-1=2^50-1=10^15 
(150 dB)


100kBit/s in same channel

SNR=2^5-1 = 31 (15 dB)


SNR=1 => 1/2 bit per pulse ?

Need to send two symbols to convey 
one bit (FEC).



Digital Television (DTV) message signal:

m(t) =
�

n

anp(t� nT )

an ⇥ (�3.5,�2.5,�1.5,�0.5, 0.5, 1.5, 2.5, 3.5)

8 possible pulse amplitudes: log2(8) = 3 bits/pulse

Signaling rate T�1 = 10.762238 Mpulses/sec,
or 3 bits/pulse �10.762238 ⇥ 32.387 Mbits/sec.

About 40 percent of the bits are used to provide forward error
correction, so that actual data rate is approximately 0.60�32.387 =
19.4 Mbits/sec.

Pulses, p(t), are square-root raised-cosine with � = 0.0575 (5.75%
excess bandwidth).

Pulse bandwidth (and message signal bandwidth) is
W = 1

2T (1 + �) = 5.69 MHz.

Min SNR for 20 Mbit/s in 6 MHz 
channel is:

SNR=2^20/6-1=9 (10log10(9)=9.5 dB)


In practice, need about 16 dB.



message signal: m(t)

carrier: A cos(!ct+ ✓) modulated carrier signal: s(t)

Modulation - overview

Modulator

1. Amplitude Modulation (linear):

amplitude, A, varies in response to m(t), i.e. A ! A(t) = Am(t) +B

linear in the following sense: if m1(t) results in s1(t) and m2(t) results in s2(t),
then m1(t) +m2(t) results in s1(t) + s2(t).

2. Angle Modulation (nonlinear):

phase, ✓, varies in response to m(t), i.e. ✓ ! ✓(t) = kpm(t) or d✓
dt = kfm(t)

nonlinear because m1(t) +m2(t) does not yield s1(t) + s2(t).
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Figure 1.8: Top: message signal representing 20 information bits generated using raised-
cosine pulses with � = 0.1. Bottom: DSB-SC signal, s(t), normalized such that < s2(t) >=
1.

The DSB-SC signal, s(t), shown in the lower panel has been normalized to have a mean-
square value of 1.0. Thus, if this signal represents the voltage developed across a 1 ⌦ resistor,
the average power dissipated in the resistor would be 1 Watt.

Using the modulation theorem, it is a simple matter to relate the Fourier spectra of m(t)
and s(t). Suppose that the two-sided spectrum of m(t) is as shown in Figure 1.9 where
m(t) is assumed to be band-limited to W Hz. For simplicity, we plot only the magnitude
of the spectrum. Then, if the carrier frequency is larger than W (fc > W ), the spectrum

f

|M(f)|

W�W

|M |max

Figure 1.9: Two-sided spectrum of m(t).

of s(t) will look like Figure 1.10. If fc < W , the picture would be different, since the two
components of the spectrum would overlap in a region centered on f = 0. To avoid such
overlap the carrier frequency is chosen so that fc > W . It should be apparent that the DSB
signal bandwidth is 2W (Hz) and therefore takes up twice as much of the spectrum as the
original message signal.

Schematically DSB modulation can be represented as in Figure 1.11 where the modulated
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For this example the carrier frequency was chosen to be 8 times the signaling
rate, i.e. fc = ωc

2π = 8
T . Dividing m(t) by max(|m(t)|) ensures that the enve-

lope ( m(t)
max(|m(t)|) + 1) > 0 for all t. The signal s′(t) was then normalized to have

a mean-square of 1.0. The normalized signal, s(t), is shown in the bottom plot of
Figure 1.17.

DSB, full carrier

−1.0
0.0
1.0
2.0

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
t/T

m(t)

−3.0
−2.0
−1.0

0.0
1.0
2.0
3.0

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
t/T

s(t)

−2.0

Figure 1.17: Top: message signal representing 20 information bits generated using
raised-cosine pulses with β = 0.1. Bottom: DSB with full-carrier signal, s(t), nor-
malized such that < s2(t) >= 1. Compare the bottom plot with the corresponding
plot in Figure 1.9.

Figure 1.18 illustrates how the envelope detector demodulates a full-carrier DSB
signal. The upper plot shows the result of passing s(t) from Figure 1.17 through a
full-wave rectifier, which produces |s(t)|. The lower plot shows the result of applying
a low-pass filter to |s(t)|. Compare the lower plot of Figure 1.18 with the original
message signal, m(t), as shown in the upper plot of Figure 1.17 to verify that, aside
from a constant offset and a scaling factor, the rectified and low-pass filtered signal
is the same as m(t).2 It should be clear that if the envelope detector is used in
a situation where Am(t) + B becomes < 0 (DSB with partial carrier), then the
recovered envelope will only follow m(t) during those times where Am(t) + B > 0.
In such cases an envelope detector will recover a distorted version of m(t).

The circuit of Figure 1.19 is commonly used to approximate the operation of
an ideal rectifier/low-pass filter envelope detector. Assuming an ideal diode, the
capacitor voltage will charge to the peak of the input signal s(t) on a positive ex-
cursion of s(t), and then decay exponentially with time constant τ = RC thereafter
until the input voltage rises and exceeds the capacitor voltage, at which time the
capacitor voltage again follows the input signal to its peak. The resulting output
voltage is an approximation to the signal envelope, i.e. Vo ≃ Am(t) + B. In order
for the output to be a faithful reproduction of m(t), it is necessary for the cut-off

2The recovered signal is also slightly delayed in time due to the group-delay of the lowpass
filter.
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after low-pass filter

1.0
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0.0

Figure 1.18: Upper plot shows |s(t)|, which is the result of passing s(t) through
a full-wave rectifier. The lower plot was obtained by passing the signal shown
in the upper plot through a low-pass filter with cutoff frequency larger than the
bandwidth of m(t) (W) and smaller than fc−W . The transient at the beginning of
the lower plot is the start-up transient of the digital lowpass filter used to produce
the simulated signal.

RCs(t)

+

-

Vo ≃ A(1 + m(t))

Figure 1.19: Practical envelope detector circuit.
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m(t)

s(t) = m(t) cos!ct ± ˆm(t) sin!ctcos!ct
90�

0�

cos!ct

sin!ct

90�

phase
shift

ˆm(t)

+

-

Figure 1.22: Phasing method for generation of an SSB signal.

where sgn(!) is the signum function, defined by

sgn(!) =

8
<

:

1, ! > 0
0, ! = 0
�1, ! < 0

The single-sideband modulator forms the modulated carrier signal

s(t) = m(t) cos !ct ± m̂(t) sin !ct,

as illustrated in Figure 1.22. The upper sign corresponds to a lower-sideband (LSB) signal,
and the bottom sign corresponds to an upper-sideband (USB) signal. To prove this, we can
calculate the Fourier transform of s(t). It is necessary to remember the following facts:

F [cos(!ct)] = ⇡[�(! � !c) + �(! + !c)]

F [sin(!ct)] = j⇡[�(! + !c) � �(! � !c)]

F [f(t)g(t)] =
1

2⇡
F (!) ⇤ G(!)

where ⇤ denotes convolution. Now we can calculate the Fourier transform of s(t):

S(!) = F [s(t)]

= 1
2⇡ [M(!) ⇤ ⇡[�(! � !c] + �(! + !c)] ⌥ jsgn(!)M(!) ⇤ j⇡[�(! + !c) � �(! � !c)]]

= 1
2 [M(! � !c) + M(! + !c) ± [sgn(! + !c)M(! + !c) � sgn(! � !c)M(! � !c)]]

= M(! � !c)
1
2 [1 ⌥ sgn(! � !c)] + M(! + !c)

1
2 [1 ± sgn(! + !c)]

Consider the upper sign for now, and examine the first term, which represents the positive-
frequency part of S(!). The term

1

2
[1 � sgn(! � !c)] =

8
<

:

1, ! < !c
1
2 , ! = !c

0, ! > !c
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composite video signal at the end of each horizontal scan line. The signal is known as
the “color burst.” Although with this scheme the carrier information is present for only a
small fraction of the time, it is still possible to use its information to lock an oscillator in
the receiver to the transmitter’s frequency and phase. This is usually done by employing a
phase-locked loop which generates a continuous carrier and uses the periodic synchronization
information to adjust the frequency and phase of the carrier.

1.5.8 Vestigial Sideband Modulation - VSB

Recall that SSB is the most bandwidth-efficient modulation, but it is difficult to get good
low-frequency response in a SSB system because of the obstacles involved in the filtering
or phasing methods of SSB generation. Low-frequency response is necessary in an analog
television system so that video images with large areas of the same color and brightness can
be transmitted. In a digital communication system, low frequency response is necessary in
order to transmit pulses with non-zero mean. The hardware requirements are considerably
relaxed if we allow a part (“vestige”) of the unneeded sideband to be transmitted. If, in
addition, a carrier component is transmitted, demodulation is simplified significantly. This
vestigial sideband scheme is used for all commercial television transmissions, wherein the
upper sideband and a vestige of the lower sideband are transmitted. Vestigial sideband is
used for transmission of the video portion of analog television signals using the National
Television Systems Committee (NTSC) system (see Figure 1.26a) and for transmittion of

309.441 kHz309.441 kHz

Carrier

6.0 MHz

1
1√
2

fr/2 = 5.381119 MHz

Figure 1.26: The spectrum of a television signal as transmitted for digital television (DTV)
using the ATSC (Advanced Television Systems Committee) 8VSB system.

digital television (DTV) signals using the Advanced Television Systems Committee (ATSC)
standard (Figure 1.26b). The ATSC modulation is called 8VSB.

ATSC message signals are constructed using pulses whose Fourier transform is the
square-root of the raised-cosine pulses discussed earlier. In the receiver, the signal is fil-
tered using a square-root raised-cosine response so that the received pulses will have a
raised-cosine spectrum. A pulse can take on 8 possible amplitudes, so each pulse repre-
sents 3 bits of information. The fractional excess bandwidth of the pulses is β = 0.0575
and the signaling rate is fr = T−1 = 10.762238 Mpulses/sec. Each pulse represents 3 bits
of information so channel bit-rate is 3 × 10.762 = 32.286 Mbits/s. Redundant bits (cod-
ing) and overhead reduce the effective data rate to 19.3 Mbits/s. The signaling interval is



1.6. LINEAR MODULATION 43

Figure 1.23 is a schematic of a quadrature multiplexer/modulator that implements this
scheme. The quadrature-multiplexed signal simply consists of two DSB-SC components,

m1(t)

s(t) = m1(t) cos!ct + m2(t) sin!ct

cos!ct

m2(t)

90�

0�

cos!ct

sin!ct

Figure 1.23: Quadrature multiplexer/modulator.

and the spectra of the two components will overlap, as in Figure 1.24. Because the spectra

f

|S(f)|

2W

fc

Figure 1.24: Two DSB-SC components with overlapping spectra.

overlap it may look as if it would be impossible to recover the individual signals, m1(t)
and m2(t), however it can be done if the signals are coherently demodulated as shown
in Figure 1.25, which shows a quadrature de-multiplexer. This system consists of two
coherent demodulators, one (the upper branch) operates with an in-phase local oscillator,
and produces an output, I(t), that is called the in-phase signal component. The lower branch
operates with a quadrature local oscillator, and produces an output, Q(t), that is called the
quadrature signal component. Provided that the local oscillator is properly synchronized
with the carrier of the incoming signal, the in-phase output will be proportional to m1(t) and
the quadrature output is proportional to m2(t). The demonstration that this demodulation
scheme will work is left as an exercise.

An application of quadrature multiplexing is the analog color television signal. The color,
or “chrominance,” information is contained in two signals, I(t) and Q(t), and is transmitted
by quadrature multiplexing these signals onto a subcarrier with a frequency of approximately
3.58 MHz. In order to detect the color information at the receiver, it is necessary to have
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overlap it may look as if it would be impossible to recover the individual signals, m1(t)
and m2(t), however it can be done if the signals are coherently demodulated as shown
in Figure 1.25, which shows a quadrature de-multiplexer. This system consists of two
coherent demodulators, one (the upper branch) operates with an in-phase local oscillator,
and produces an output, I(t), that is called the in-phase signal component. The lower branch
operates with a quadrature local oscillator, and produces an output, Q(t), that is called the
quadrature signal component. Provided that the local oscillator is properly synchronized
with the carrier of the incoming signal, the in-phase output will be proportional to m1(t) and
the quadrature output is proportional to m2(t). The demonstration that this demodulation
scheme will work is left as an exercise.

An application of quadrature multiplexing is the analog color television signal. The color,
or “chrominance,” information is contained in two signals, I(t) and Q(t), and is transmitted
by quadrature multiplexing these signals onto a subcarrier with a frequency of approximately
3.58 MHz. In order to detect the color information at the receiver, it is necessary to have
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Figure 1.25: De-multiplexing of quadrature-multiplexed signals.

synchronization information for the receiver oscillator. This information is provided in the
television signal by adding a short “burst” of the transmitter’s 3.58 MHz signal into the
composite video signal at the end of each horizontal scan line. The signal is known as
the “color burst.” Although with this scheme the carrier information is present for only a
small fraction of the time, it is still possible to use its information to lock an oscillator in
the receiver to the transmitter’s frequency and phase. This is usually done by employing a
phase-locked loop which generates a continuous carrier and uses the periodic synchronization
information to adjust the frequency and phase of the carrier.

1.6.8 Vestigial Sideband Modulation - VSB
Recall that SSB is the most bandwidth-efficient modulation, but it is difficult to get good
low-frequency response in a SSB system because of the obstacles involved in the filtering
or phasing methods of SSB generation. Low-frequency response is necessary in an analog
television system so that video images with large areas of the same color and brightness can
be transmitted. In a digital communication system, low frequency response is necessary in
order to transmit pulses with non-zero mean. The hardware requirements are considerably
relaxed if we allow a part (“vestige”) of the unneeded sideband to be transmitted. If, in
addition, a carrier component is transmitted, demodulation is simplified significantly. This
vestigial sideband scheme is used for all commercial television transmissions, wherein the
upper sideband and a vestige of the lower sideband are transmitted. Vestigial sideband is
used for transmission of the video portion of analog television signals using the National
Television Systems Committee (NTSC) system (see Figure 1.26a) and for transmittion of
digital television (DTV) signals using the Advanced Television Systems Committee (ATSC)
standard (Figure 1.26b). The ATSC modulation is called 8VSB.

ATSC message signals are constructed using pulses whose Fourier transform is the
square-root of the raised-cosine pulses discussed earlier. In the receiver, the signal is fil-
tered using a square-root raised-cosine response so that the received pulses will have a
raised-cosine spectrum. A pulse can take on 8 possible amplitudes, so each pulse repre-



Summary of Amplitude (Linear) Modulation

DSB: s(t) = (Am(t) +B) cos(!ct)

B = 0 ! Suppressed carrier (DSB-SC)

Am(t) +B > 0 8 t ! Full carrier

SSB: s(t) = Am(t) cos(!ct) +Am̂(t) sin(!ct);

m̂(t) = F�1
[�jsgn(!)M(!)],

where �jsgn(!) is the Hilbert Transform filter

VSB: s(t) = Am(t) cos(!ct) +Am̂(t) sin(!ct);

m̂(t) = F�1
[H(!)M(!)];

where H(!) is a modified Hibert Transform filter

Quadrature multiplexed signal:

s(t) = Am1(t) cos(!ct) +Am2(t) sin(!ct)
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LSB: s(t) cos(ωct)
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LSB: LPF[s(t) cos(ωct)]
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Figure 1.28: Bessel functions of order n for n=0,1,2,3,4,5.

1.6.2.1 Example - sinusoidally modulated signal

Consider an angle-modulated signal of the form:

s(t) = Ac cos(2π20t + sin(2π2t)) (1.53)

The carrier frequency for this signal is 20 Hz and the frequency of the modulating
tone is 2 Hz. The peak phase deviation associated with the signal (β) is 1 radian, and
the peak frequency deviation is 2 Hz. According to Equation 1.52 this signal can be
written as s(t) = Ac

∑∞
n=−∞ Jn(1) cos(2π(20 + 2n)t). The spectrum of this signal is

easily determined by inspection of Equation 1.53. Each cosinusoidal component will
contribute a pair of delta functions located at f = ±(20 + 2n) with amplitude given
by the value of Jn(1). The resulting line spectrum is shown in Figure 1.29. Note
that for this example the amplitudes of the sidebands are smaller than that of the
carrier. Figure 1.29 should be compared with Figure 1.28. The amplitude of each
line in the spectrum can be determined by inspecting the values of Jn(β) at β = 1
shown in Figure 1.28 by the dashed line. The value of J0(1) is the amplitude of the
carrier component; the value of J1(1) gives the amplitude of the first sidebands, etc.
If the peak phase deviation of an angle-modulated signal happens to correspond to
a zero of one of the Bessel functions, then the corresponding component will not be
present in the spectrum. A few of the zeros of the Bessel functions J0(x) and J1(x)
are given in Table 1.5.

Table 1.5: Zeros of Bessel functions.
J0(x) has zeros at: x= 2.4048 5.5201 8.6537 11.7915
J1(x) has zeros at: x= 0.0000 3.8317 7.0156 10.1735

If, for example, the peak phase deviation is 5.5201 radians, the Fourier spec-
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frequency, deviation constants through

β = Amkp (PM) (1.45)

β =
Amkf

ωm
(FM) (1.46)

Another interpretation for the modulation index comes from noting that the maxi-
mum instantaneous frequency deviation of the phase- or frequency-modulated signal
is ∆ωmax = ωmβ, so

β =
∆ωmax

ωm
=

∆fmax

fm
(1.47)

Now the spectrum of s(t) can be derived. The Fourier transform of s(t) can be
written as follows:

S(ω) =

∫ ∞

−∞
s(t)e−jωtdt (1.48)

= Ac

∫ ∞

−∞
e−jωt cos(ωct + β sin ωmt)dt (1.49)

This integral can be found in an integral table or table of Fourier transforms and
the result is

S(ω) = πAc

∞∑

n=−∞

Jn(β)δ(ω − ωc − nωm) + Jn(β)δ(ω + ωc + nωm) (1.50)

This result shows that the signal s(t) has a spectrum which consists of a set of
impulses that are located at the discrete frequencies ω = ±(ωc ± nωm). The spec-
trum consists of an infinite number of sidebands that are separated from the carrier
frequency by integer multiples of the frequency of the modulating tone, ωm. The
modulation index β is just a constant that describes the peak phase deviation of
the signal. The function Jn(x) is called the Bessel function of first kind of order
n. These functions are tabulated, and for a given value of n, tables of Jn(x) can
be found in many mathematics reference books. The Bessel functions of negative
order (n < 0) are related to Bessel functions of positive order through

J−n(x) = (−1)nJn(x) (1.51)

The terms Jn(β) that appear in the expression for the spectrum can be thought
of as coefficients that determine the strength of each of the impulses. Plots of the
Bessel functions for n = 0, 1, 2, 3, 4, and 5 are shown in Figure 1.28.

Taking the inverse transform of the S(ω) gives an alternative form of the time-
signal that may yield some insight. Note that each pair of delta functions at fre-
quency ±ωn will yield a term of the form 2 cosωnt when the inverse transform is
applied. Then

s(t) =
1

2π

∫ ∞

−∞
S(ω)ejωtdω = Ac

∞∑

n=−∞

Jn(β) cos(ωct + nωmt) (1.52)

Thus, the angle-modulated signal (with sinusoidal modulation) can be represented
as an infinite superposition of cosinusoidal components having frequencies |ωc +
nωm|.

S(!) = ⇡Ac

1X

n=�1
[Jn(�)�(! � !c � n!m) + Jn(�)�(! + !c + n!m)]
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Figure 1.29: Line spectrum of angle-modulated signal with 20 Hz carrier and 2 Hz
modulating tone.

trum of the (sinusoidally modulated) angle-modulated signal will not have a carrier
component. This phenomenon is useful for precise adjustment of the frequency
deviation of FM transmitters. In practice the peak frequency deviation (∆fmax)
allowed for an FM signal is fixed at some value which depends on the type of signal
that is being generated. For example, a commercial FM broadcast signal is limited
to a peak frequency deviation of 75 kHz. With sinusoidal modulation the peak
phase deviation (β) of such a signal will depend on the frequency of the modulating
tone through

β =
∆fmax

fm
(1.54)

Suppose an engineer wants to adjust the peak frequency deviation of a transmitter
to some value, ∆fmax. A precise adjustment can easily be made by using sinusoidal
modulation and adjusting the frequency of the modulating tone to a value fm such
that, when ∆fmax is set properly, the peak phase deviation β will take on a value
corresponding to a zero of J0(x). The spectrum of the transmitted signal is then
monitored on a spectrum analyzer, and the frequency deviation is adjusted until
the carrier component vanishes. Similar adjustments could be made by using any
of the sidebands instead of the carrier component.

1.6.3 Bandwidth of Angle-modulated Signals

Figures 1.30 through 1.33 show the magnitude of the Fourier Transform of a car-
rier that is angle modulated by a sinusoidal tone with β = 1, 2.4, 7, and 20. The
spectrum actually consists of delta functions. The plots show the location and the
relative amplitudes (absolute value) of the delta functions. Notice that in all cases
the most significant sidebands are contained within the interval fc±(β+1)fm. Out-
side of this interval the amplitude of the sidebands is relatively small and decreases
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1.6.2.1 Example - sinusoidally modulated signal

Consider an angle-modulated signal of the form:

s(t) = Ac cos(2π20t + sin(2π2t)) (1.53)

The carrier frequency for this signal is 20 Hz and the frequency of the modulating
tone is 2 Hz. The peak phase deviation associated with the signal (β) is 1 radian, and
the peak frequency deviation is 2 Hz. According to Equation 1.52 this signal can be
written as s(t) = Ac

∑∞
n=−∞ Jn(1) cos(2π(20 + 2n)t). The spectrum of this signal is

easily determined by inspection of Equation 1.53. Each cosinusoidal component will
contribute a pair of delta functions located at f = ±(20 + 2n) with amplitude given
by the value of Jn(1). The resulting line spectrum is shown in Figure 1.29. Note
that for this example the amplitudes of the sidebands are smaller than that of the
carrier. Figure 1.29 should be compared with Figure 1.28. The amplitude of each
line in the spectrum can be determined by inspecting the values of Jn(β) at β = 1
shown in Figure 1.28 by the dashed line. The value of J0(1) is the amplitude of the
carrier component; the value of J1(1) gives the amplitude of the first sidebands, etc.
If the peak phase deviation of an angle-modulated signal happens to correspond to
a zero of one of the Bessel functions, then the corresponding component will not be
present in the spectrum. A few of the zeros of the Bessel functions J0(x) and J1(x)
are given in Table 1.5.

Table 1.5: Zeros of Bessel functions.
J0(x) has zeros at: x= 2.4048 5.5201 8.6537 11.7915
J1(x) has zeros at: x= 0.0000 3.8317 7.0156 10.1735

If, for example, the peak phase deviation is 5.5201 radians, the Fourier spec-
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Figure 1.31: Spectrum of a carrier angle-modulated by a single tone with modulation
index β = 2.4.
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Figure 1.32: Spectrum of a carrier angle-modulated by a single tone with modulation
index β = 7.
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Figure 1.33: Spectrum of a carrier angle-modulated by a single tone with modulation
index β = 20.
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rapidly with increasing separation from the carrier frequency. So a good approxima-
tion for the bandwidth of a carrier that is angle-modulated by a sinusoidal message
signal is

BW ≃ 2(β + 1)fm.

Since

β =
∆fmax

fm
,

the bandwidth can be written as

BW ≃ 2(∆fmax + fm). (1.55)

This is known as Carson’s rule. It can be shown that the bandwidth given by
equation 1.55 will contain at least 98% of the power associated with the angle
modulated signal.

When the message signal is non-sinusoidal (as in almost all practical situations)
and has bandwidth W , a reasonable approximation to the bandwidth results if
Carson’s rule is modified by replacing the tone frequency by the bandwidth of the
message signal. Thus, for a non-sinusoidal message signal

BW ≃ 2(∆fmax + W ).

When the modulating signal has finite bandwidth W can usually be taken to be
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Figure 1.30: Spectrum of a carrier angle-modulated by a single tone with modulation
index β = 1. Note that the frequency axis is the normalized frequency difference
from the carrier frequency, i.e. f−fc

fm

.

the highest frequency that is contained in the signal. If the modulating signal has
infinite bandwidth then W is chosen so that it contains most of the power in the
signal.

Notice that when the peak frequency deviation is much smaller than the highest
frequency in m(t), i.e., if ∆fmax ≪ W , then Carson’s Rule reduces to

BW ≃ 2W (1.56)

When this approximation is valid, the modulation is called “narrowband” angle
modulation, and the bandwidth is essentially the same as for AM or DSB. On the
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Figure 1.32: Spectrum of a carrier angle-modulated by a single tone with modulation
index β = 7.
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Figure 1.33: Spectrum of a carrier angle-modulated by a single tone with modulation
index β = 20.
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Figure 1.33: Spectrum of a carrier angle-modulated by a single tone with modulation
index β = 20.





p(t) is normalized so that
TR

0
p(t)dt = 0.5
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If p(t) is a rectangular pulse, and if an = [... � 1, 1,�1, 1,�1, 1, ...] then m(t)
will be a square wave with peak amplitude ± 1

2T .

The associated time-varying phase will be a triangle wave that ramps from
0 up to ⇡h, then down to 0, etc.

The instantaneous frequency during the phase ramps will be constant. The
frequency deviation will be:

�f(t) = ± h
2T

<latexit sha1_base64="proM1k+ckhxJwGdXx9TgKXYoS68=">AAADmHicbVLbbtNAEHUTLiXcWhAv8DKiRiootey8gIoqVaII+lZQb1IcRZv1OF51vevuJVVk5Zf4GN74G8ZJqoaW1e5qNDtnzszZGVVSWBfHf9Za7Xv3Hzxcf9R5/OTps+cbmy9OrfaG4wnXUpvzEbMohcITJ5zE88ogK0cSz0YXX5r3swkaK7Q6dtMKByUbK5ELzhy5hptrv1KlhcpQuc5hDmG17d6HICwwMMgdU2MvmYHKS4tdYCoDQVFsqPb6URTtJN2ke3ORZxCCK1BBWM4TXQkpYYSUzV56ZhCu2IQu4QqokF0AK6lJ5zOEMK1KSHPDeJ3M6t7xLIzStEP7uCC4tZoL5jADJ0rcmTAzFWoMVUGtr5A4I6hiuaRxBXNgiMJCbnQJMfgKnG6oBBRhd1Fppq9U4427gI6vkAplqX/aqH2TAS89Kj6FzJuGm8BL/gXFdRVcL3ARNElWYDgRc9GvI3cbqsJWjOOHukd0szA9QOkY5KQd7MGNIsVCEQIMN7biKJ4vuGskS2MrWK6j4cbvNNPcl/TBXJKO/SSu3KBmxgkucdZJvUUq4YKNsU+mYiXaQT0frBm8I08GuTZ0lIO5dxVRs9LaaTmiyJK5wt5+a5z/e+t7l38a1EJV3pE4C6Lcy+YfmimFTDTTJ0k1wbgRVCvwgpEUjma5ESG53fJd47QXJXGU/Oht7e8u5VgP3gRvg+0gCT4G+8H34Cg4CXjrVetz66D1tf26vd/+1j5chLbWlpiXwT+r/fMv8Nkbbg==</latexit><latexit sha1_base64="proM1k+ckhxJwGdXx9TgKXYoS68=">AAADmHicbVLbbtNAEHUTLiXcWhAv8DKiRiootey8gIoqVaII+lZQb1IcRZv1OF51vevuJVVk5Zf4GN74G8ZJqoaW1e5qNDtnzszZGVVSWBfHf9Za7Xv3Hzxcf9R5/OTps+cbmy9OrfaG4wnXUpvzEbMohcITJ5zE88ogK0cSz0YXX5r3swkaK7Q6dtMKByUbK5ELzhy5hptrv1KlhcpQuc5hDmG17d6HICwwMMgdU2MvmYHKS4tdYCoDQVFsqPb6URTtJN2ke3ORZxCCK1BBWM4TXQkpYYSUzV56ZhCu2IQu4QqokF0AK6lJ5zOEMK1KSHPDeJ3M6t7xLIzStEP7uCC4tZoL5jADJ0rcmTAzFWoMVUGtr5A4I6hiuaRxBXNgiMJCbnQJMfgKnG6oBBRhd1Fppq9U4427gI6vkAplqX/aqH2TAS89Kj6FzJuGm8BL/gXFdRVcL3ARNElWYDgRc9GvI3cbqsJWjOOHukd0szA9QOkY5KQd7MGNIsVCEQIMN7biKJ4vuGskS2MrWK6j4cbvNNPcl/TBXJKO/SSu3KBmxgkucdZJvUUq4YKNsU+mYiXaQT0frBm8I08GuTZ0lIO5dxVRs9LaaTmiyJK5wt5+a5z/e+t7l38a1EJV3pE4C6Lcy+YfmimFTDTTJ0k1wbgRVCvwgpEUjma5ESG53fJd47QXJXGU/Oht7e8u5VgP3gRvg+0gCT4G+8H34Cg4CXjrVetz66D1tf26vd/+1j5chLbWlpiXwT+r/fMv8Nkbbg==</latexit><latexit sha1_base64="proM1k+ckhxJwGdXx9TgKXYoS68=">AAADmHicbVLbbtNAEHUTLiXcWhAv8DKiRiootey8gIoqVaII+lZQb1IcRZv1OF51vevuJVVk5Zf4GN74G8ZJqoaW1e5qNDtnzszZGVVSWBfHf9Za7Xv3Hzxcf9R5/OTps+cbmy9OrfaG4wnXUpvzEbMohcITJ5zE88ogK0cSz0YXX5r3swkaK7Q6dtMKByUbK5ELzhy5hptrv1KlhcpQuc5hDmG17d6HICwwMMgdU2MvmYHKS4tdYCoDQVFsqPb6URTtJN2ke3ORZxCCK1BBWM4TXQkpYYSUzV56ZhCu2IQu4QqokF0AK6lJ5zOEMK1KSHPDeJ3M6t7xLIzStEP7uCC4tZoL5jADJ0rcmTAzFWoMVUGtr5A4I6hiuaRxBXNgiMJCbnQJMfgKnG6oBBRhd1Fppq9U4427gI6vkAplqX/aqH2TAS89Kj6FzJuGm8BL/gXFdRVcL3ARNElWYDgRc9GvI3cbqsJWjOOHukd0szA9QOkY5KQd7MGNIsVCEQIMN7biKJ4vuGskS2MrWK6j4cbvNNPcl/TBXJKO/SSu3KBmxgkucdZJvUUq4YKNsU+mYiXaQT0frBm8I08GuTZ0lIO5dxVRs9LaaTmiyJK5wt5+a5z/e+t7l38a1EJV3pE4C6Lcy+YfmimFTDTTJ0k1wbgRVCvwgpEUjma5ESG53fJd47QXJXGU/Oht7e8u5VgP3gRvg+0gCT4G+8H34Cg4CXjrVetz66D1tf26vd/+1j5chLbWlpiXwT+r/fMv8Nkbbg==</latexit><latexit sha1_base64="proM1k+ckhxJwGdXx9TgKXYoS68=">AAADmHicbVLbbtNAEHUTLiXcWhAv8DKiRiootey8gIoqVaII+lZQb1IcRZv1OF51vevuJVVk5Zf4GN74G8ZJqoaW1e5qNDtnzszZGVVSWBfHf9Za7Xv3Hzxcf9R5/OTps+cbmy9OrfaG4wnXUpvzEbMohcITJ5zE88ogK0cSz0YXX5r3swkaK7Q6dtMKByUbK5ELzhy5hptrv1KlhcpQuc5hDmG17d6HICwwMMgdU2MvmYHKS4tdYCoDQVFsqPb6URTtJN2ke3ORZxCCK1BBWM4TXQkpYYSUzV56ZhCu2IQu4QqokF0AK6lJ5zOEMK1KSHPDeJ3M6t7xLIzStEP7uCC4tZoL5jADJ0rcmTAzFWoMVUGtr5A4I6hiuaRxBXNgiMJCbnQJMfgKnG6oBBRhd1Fppq9U4427gI6vkAplqX/aqH2TAS89Kj6FzJuGm8BL/gXFdRVcL3ARNElWYDgRc9GvI3cbqsJWjOOHukd0szA9QOkY5KQd7MGNIsVCEQIMN7biKJ4vuGskS2MrWK6j4cbvNNPcl/TBXJKO/SSu3KBmxgkucdZJvUUq4YKNsU+mYiXaQT0frBm8I08GuTZ0lIO5dxVRs9LaaTmiyJK5wt5+a5z/e+t7l38a1EJV3pE4C6Lcy+YfmimFTDTTJ0k1wbgRVCvwgpEUjma5ESG53fJd47QXJXGU/Oht7e8u5VgP3gRvg+0gCT4G+8H34Cg4CXjrVetz66D1tf26vd/+1j5chLbWlpiXwT+r/fMv8Nkbbg==</latexit>

Continuous phase Frequency-Shift-Keying (FSK) modulation:
<latexit sha1_base64="Jd9nQ4MXRaNPNSRQc895PvfDZgE=">AAACLXicbVDLSgMxFM34tr6qLt0Ei6ALy4wbRVwIighuFK0KbSmZzJ02NJOMyY0wFH/Ijb8iggtF3PobprULXwcCh3PuI/fEuRQWw/AlGBkdG5+YnJouzczOzS+UF5curXaGQ41rqc11zCxIoaCGAiVc5wZYFku4irsHff/qFowVWl1gkUMzY20lUsEZeqlVPmwoLVQCCksHWqFQTjtL844fSY8M3DhQvNg874gUN0+gEKpN14/OTzZophMnB0N2S61yJayGA9C/JBqSChnitFV+aiSau8yv5ZJZW4/CHJs9ZlBwCXelhrOQM95lbah7qlgGttkbXHtH17yS0FQb/xTSgfq9o8cya4ss9pUZw4797fXF/7y6w3Sn2RMqd+iv/lqUOklR0350NBEGOMrCE8aN8H+lvMMM4+gD7ocQ/T75L7ncqkZhNTrbquzvDeOYIitklayTiGyTfXJMTkmNcHJPHskLeQ0egufgLXj/Kh0Jhj3L5AeCj08xO6f+</latexit><latexit sha1_base64="Jd9nQ4MXRaNPNSRQc895PvfDZgE=">AAACLXicbVDLSgMxFM34tr6qLt0Ei6ALy4wbRVwIighuFK0KbSmZzJ02NJOMyY0wFH/Ijb8iggtF3PobprULXwcCh3PuI/fEuRQWw/AlGBkdG5+YnJouzczOzS+UF5curXaGQ41rqc11zCxIoaCGAiVc5wZYFku4irsHff/qFowVWl1gkUMzY20lUsEZeqlVPmwoLVQCCksHWqFQTjtL844fSY8M3DhQvNg874gUN0+gEKpN14/OTzZophMnB0N2S61yJayGA9C/JBqSChnitFV+aiSau8yv5ZJZW4/CHJs9ZlBwCXelhrOQM95lbah7qlgGttkbXHtH17yS0FQb/xTSgfq9o8cya4ss9pUZw4797fXF/7y6w3Sn2RMqd+iv/lqUOklR0350NBEGOMrCE8aN8H+lvMMM4+gD7ocQ/T75L7ncqkZhNTrbquzvDeOYIitklayTiGyTfXJMTkmNcHJPHskLeQ0egufgLXj/Kh0Jhj3L5AeCj08xO6f+</latexit><latexit sha1_base64="Jd9nQ4MXRaNPNSRQc895PvfDZgE=">AAACLXicbVDLSgMxFM34tr6qLt0Ei6ALy4wbRVwIighuFK0KbSmZzJ02NJOMyY0wFH/Ijb8iggtF3PobprULXwcCh3PuI/fEuRQWw/AlGBkdG5+YnJouzczOzS+UF5curXaGQ41rqc11zCxIoaCGAiVc5wZYFku4irsHff/qFowVWl1gkUMzY20lUsEZeqlVPmwoLVQCCksHWqFQTjtL844fSY8M3DhQvNg874gUN0+gEKpN14/OTzZophMnB0N2S61yJayGA9C/JBqSChnitFV+aiSau8yv5ZJZW4/CHJs9ZlBwCXelhrOQM95lbah7qlgGttkbXHtH17yS0FQb/xTSgfq9o8cya4ss9pUZw4797fXF/7y6w3Sn2RMqd+iv/lqUOklR0350NBEGOMrCE8aN8H+lvMMM4+gD7ocQ/T75L7ncqkZhNTrbquzvDeOYIitklayTiGyTfXJMTkmNcHJPHskLeQ0egufgLXj/Kh0Jhj3L5AeCj08xO6f+</latexit><latexit sha1_base64="Jd9nQ4MXRaNPNSRQc895PvfDZgE=">AAACLXicbVDLSgMxFM34tr6qLt0Ei6ALy4wbRVwIighuFK0KbSmZzJ02NJOMyY0wFH/Ijb8iggtF3PobprULXwcCh3PuI/fEuRQWw/AlGBkdG5+YnJouzczOzS+UF5curXaGQ41rqc11zCxIoaCGAiVc5wZYFku4irsHff/qFowVWl1gkUMzY20lUsEZeqlVPmwoLVQCCksHWqFQTjtL844fSY8M3DhQvNg874gUN0+gEKpN14/OTzZophMnB0N2S61yJayGA9C/JBqSChnitFV+aiSau8yv5ZJZW4/CHJs9ZlBwCXelhrOQM95lbah7qlgGttkbXHtH17yS0FQb/xTSgfq9o8cya4ss9pUZw4797fXF/7y6w3Sn2RMqd+iv/lqUOklR0350NBEGOMrCE8aN8H+lvMMM4+gD7ocQ/T75L7ncqkZhNTrbquzvDeOYIitklayTiGyTfXJMTkmNcHJPHskLeQ0egufgLXj/Kh0Jhj3L5AeCj08xO6f+</latexit>

s(t) = cos(2⇡fct+ 2⇡h
R t
�1 m(t0)dt0);

m(t) =
P
n
anp(t� nT )

<latexit sha1_base64="Gvb5DKS33bLsC/CQmeb2aXmaotc=">AAACfHicbVHdatRAFJ5EqzXVutpLLxy6K8227JIs1goiFLzxskK3LeysYTKZdIfOT5g5KSxhn8I3885H8UacZBfR1sMc+OY7/+fklRQOkuRHED54uPXo8faTaOfps93nvRcvL5ypLeNTZqSxVzl1XArNpyBA8qvKcqpyyS/zm0+t/fKWWyeMPodlxeeKXmtRCkbBU1nvG9FG6IJriAjBEVm4ijJ+2KRCr/DAxTD8SJhx8YRUApcZw4CPcPdZYCI0fIWsGXlQwnKFVQwHw8Lr4AMhUfv+pBsfdwlVl9DVikihBLhMY+q1imGkz4eDdVTW6yfjpBN8H6Qb0EcbOct630lhWK38FExS52ZpUsG8oRYEk3wVkdpx38cNveYzDzVV3M2bbnkr/MYzBS6N9aoBd+zfEQ1Vzi1V7j0VhYW7a2vJ/9lmNZTv543QVQ1cs3WhspYYDG4vgQthOQO59IAyK3yvmC2opQz8vdolpHdHvg8uJuM0GadfJv3Tt5t1bKNXaB/FKEUn6BR9Rmdoihj6GbwO4mAY/AoH4VE4WruGwSZmD/0j4bvfIaW6/Q==</latexit><latexit sha1_base64="Gvb5DKS33bLsC/CQmeb2aXmaotc=">AAACfHicbVHdatRAFJ5EqzXVutpLLxy6K8227JIs1goiFLzxskK3LeysYTKZdIfOT5g5KSxhn8I3885H8UacZBfR1sMc+OY7/+fklRQOkuRHED54uPXo8faTaOfps93nvRcvL5ypLeNTZqSxVzl1XArNpyBA8qvKcqpyyS/zm0+t/fKWWyeMPodlxeeKXmtRCkbBU1nvG9FG6IJriAjBEVm4ijJ+2KRCr/DAxTD8SJhx8YRUApcZw4CPcPdZYCI0fIWsGXlQwnKFVQwHw8Lr4AMhUfv+pBsfdwlVl9DVikihBLhMY+q1imGkz4eDdVTW6yfjpBN8H6Qb0EcbOct630lhWK38FExS52ZpUsG8oRYEk3wVkdpx38cNveYzDzVV3M2bbnkr/MYzBS6N9aoBd+zfEQ1Vzi1V7j0VhYW7a2vJ/9lmNZTv543QVQ1cs3WhspYYDG4vgQthOQO59IAyK3yvmC2opQz8vdolpHdHvg8uJuM0GadfJv3Tt5t1bKNXaB/FKEUn6BR9Rmdoihj6GbwO4mAY/AoH4VE4WruGwSZmD/0j4bvfIaW6/Q==</latexit><latexit sha1_base64="Gvb5DKS33bLsC/CQmeb2aXmaotc=">AAACfHicbVHdatRAFJ5EqzXVutpLLxy6K8227JIs1goiFLzxskK3LeysYTKZdIfOT5g5KSxhn8I3885H8UacZBfR1sMc+OY7/+fklRQOkuRHED54uPXo8faTaOfps93nvRcvL5ypLeNTZqSxVzl1XArNpyBA8qvKcqpyyS/zm0+t/fKWWyeMPodlxeeKXmtRCkbBU1nvG9FG6IJriAjBEVm4ijJ+2KRCr/DAxTD8SJhx8YRUApcZw4CPcPdZYCI0fIWsGXlQwnKFVQwHw8Lr4AMhUfv+pBsfdwlVl9DVikihBLhMY+q1imGkz4eDdVTW6yfjpBN8H6Qb0EcbOct630lhWK38FExS52ZpUsG8oRYEk3wVkdpx38cNveYzDzVV3M2bbnkr/MYzBS6N9aoBd+zfEQ1Vzi1V7j0VhYW7a2vJ/9lmNZTv543QVQ1cs3WhspYYDG4vgQthOQO59IAyK3yvmC2opQz8vdolpHdHvg8uJuM0GadfJv3Tt5t1bKNXaB/FKEUn6BR9Rmdoihj6GbwO4mAY/AoH4VE4WruGwSZmD/0j4bvfIaW6/Q==</latexit><latexit sha1_base64="Gvb5DKS33bLsC/CQmeb2aXmaotc=">AAACfHicbVHdatRAFJ5EqzXVutpLLxy6K8227JIs1goiFLzxskK3LeysYTKZdIfOT5g5KSxhn8I3885H8UacZBfR1sMc+OY7/+fklRQOkuRHED54uPXo8faTaOfps93nvRcvL5ypLeNTZqSxVzl1XArNpyBA8qvKcqpyyS/zm0+t/fKWWyeMPodlxeeKXmtRCkbBU1nvG9FG6IJriAjBEVm4ijJ+2KRCr/DAxTD8SJhx8YRUApcZw4CPcPdZYCI0fIWsGXlQwnKFVQwHw8Lr4AMhUfv+pBsfdwlVl9DVikihBLhMY+q1imGkz4eDdVTW6yfjpBN8H6Qb0EcbOct630lhWK38FExS52ZpUsG8oRYEk3wVkdpx38cNveYzDzVV3M2bbnkr/MYzBS6N9aoBd+zfEQ1Vzi1V7j0VhYW7a2vJ/9lmNZTv543QVQ1cs3WhspYYDG4vgQthOQO59IAyK3yvmC2opQz8vdolpHdHvg8uJuM0GadfJv3Tt5t1bKNXaB/FKEUn6BR9Rmdoihj6GbwO4mAY/AoH4VE4WruGwSZmD/0j4bvfIaW6/Q==</latexit>



Bluetooth uses
1
T = 1 Mbit/s and h = 0.315, so the peak frequency deviation is

± h
2T = ±157.5 kHz.

To limit the bandwidth of the message signal, Bluetooth systems filter the rect-

angular pulses using a Gaussian filter with -3 dB bandwidth:

B = 0.5( 1
T ) = 500 kHz.

This is usually described as a BT = 0.5 Gaussian-filtered pulse and Bluetooth

is said to utilize Gaussian Frequency Shift Keying, or GFSK.
<latexit sha1_base64="lM6eovKf7idiACxo2YObn68IHq4=">AAADwHicbVLbattAEFXsXlL3lrSPfRkaFdKSqFKCSQkYggtJIBRS4lwgNmG1WlmDV7uKdpXgCP9kHwr9m45kN86lix5WM7NnzjkzYSbRWN//s9BoPnn67Pnii9bLV6/fvF1afndidJFzccy11PlZyIyQqMSxRSvFWZYLloZSnIaj71X+9ErkBrXq2XEmBikbKoyRM0uhi+WF332lUUVC2VZXFsJqbRMojDDg9uOc8TKYlL1JJ3DhR4j2qwGmInCTju9tBm13DYwGmwjIBBtBnIvLQig+hkhcYd0BsALK0ilWMik3CIz+IWhveW0XRvs3Xr/foq+nQWKKtoYLqcs1RkRFx3UgFcawoQCDQ8XkGsy5mrGxIjUQo7Qir4tzwS1Tw0KyHLJCVmIKg2oIDPZYYQwy9a/8GglifROi7rzn9pRQPzEZ4+JLGXhtVBNwuyS6vXrHlc+dtu/f05CQXKy6FUzKygbDcwxFBIyMI4ReBeHeslifsqB8TbP2dq6MgAzDCKyGwqLEGzGnv3tr9VGCsYUDMSaBa6Bz2Ns9OvAullZ8z68PPL4Es8uKMzuHF0u/+pHmRUqLwCUz5jzwMzsoWW6RSzFp9WknyI4RDeGcrorRRAZlvYAT+ESRCGJqHmtloY7efVGy1JhxGlJlymxiHuaq4P9y54WNvw1KVFlhSey0UVzIypJqmyHCataV08jIaeIKPGE0IHLVtMiE4KHkx5eTDS/wveDnxsrO9syOReeD89FZdQJny9lx9p1D59jhjU6DN2QjbXabSVM3L6eljYXZm/fOvdO8+Qt01y3U</latexit><latexit sha1_base64="lM6eovKf7idiACxo2YObn68IHq4=">AAADwHicbVLbattAEFXsXlL3lrSPfRkaFdKSqFKCSQkYggtJIBRS4lwgNmG1WlmDV7uKdpXgCP9kHwr9m45kN86lix5WM7NnzjkzYSbRWN//s9BoPnn67Pnii9bLV6/fvF1afndidJFzccy11PlZyIyQqMSxRSvFWZYLloZSnIaj71X+9ErkBrXq2XEmBikbKoyRM0uhi+WF332lUUVC2VZXFsJqbRMojDDg9uOc8TKYlL1JJ3DhR4j2qwGmInCTju9tBm13DYwGmwjIBBtBnIvLQig+hkhcYd0BsALK0ilWMik3CIz+IWhveW0XRvs3Xr/foq+nQWKKtoYLqcs1RkRFx3UgFcawoQCDQ8XkGsy5mrGxIjUQo7Qir4tzwS1Tw0KyHLJCVmIKg2oIDPZYYQwy9a/8GglifROi7rzn9pRQPzEZ4+JLGXhtVBNwuyS6vXrHlc+dtu/f05CQXKy6FUzKygbDcwxFBIyMI4ReBeHeslifsqB8TbP2dq6MgAzDCKyGwqLEGzGnv3tr9VGCsYUDMSaBa6Bz2Ns9OvAullZ8z68PPL4Es8uKMzuHF0u/+pHmRUqLwCUz5jzwMzsoWW6RSzFp9WknyI4RDeGcrorRRAZlvYAT+ESRCGJqHmtloY7efVGy1JhxGlJlymxiHuaq4P9y54WNvw1KVFlhSey0UVzIypJqmyHCataV08jIaeIKPGE0IHLVtMiE4KHkx5eTDS/wveDnxsrO9syOReeD89FZdQJny9lx9p1D59jhjU6DN2QjbXabSVM3L6eljYXZm/fOvdO8+Qt01y3U</latexit><latexit sha1_base64="lM6eovKf7idiACxo2YObn68IHq4=">AAADwHicbVLbattAEFXsXlL3lrSPfRkaFdKSqFKCSQkYggtJIBRS4lwgNmG1WlmDV7uKdpXgCP9kHwr9m45kN86lix5WM7NnzjkzYSbRWN//s9BoPnn67Pnii9bLV6/fvF1afndidJFzccy11PlZyIyQqMSxRSvFWZYLloZSnIaj71X+9ErkBrXq2XEmBikbKoyRM0uhi+WF332lUUVC2VZXFsJqbRMojDDg9uOc8TKYlL1JJ3DhR4j2qwGmInCTju9tBm13DYwGmwjIBBtBnIvLQig+hkhcYd0BsALK0ilWMik3CIz+IWhveW0XRvs3Xr/foq+nQWKKtoYLqcs1RkRFx3UgFcawoQCDQ8XkGsy5mrGxIjUQo7Qir4tzwS1Tw0KyHLJCVmIKg2oIDPZYYQwy9a/8GglifROi7rzn9pRQPzEZ4+JLGXhtVBNwuyS6vXrHlc+dtu/f05CQXKy6FUzKygbDcwxFBIyMI4ReBeHeslifsqB8TbP2dq6MgAzDCKyGwqLEGzGnv3tr9VGCsYUDMSaBa6Bz2Ns9OvAullZ8z68PPL4Es8uKMzuHF0u/+pHmRUqLwCUz5jzwMzsoWW6RSzFp9WknyI4RDeGcrorRRAZlvYAT+ESRCGJqHmtloY7efVGy1JhxGlJlymxiHuaq4P9y54WNvw1KVFlhSey0UVzIypJqmyHCataV08jIaeIKPGE0IHLVtMiE4KHkx5eTDS/wveDnxsrO9syOReeD89FZdQJny9lx9p1D59jhjU6DN2QjbXabSVM3L6eljYXZm/fOvdO8+Qt01y3U</latexit><latexit sha1_base64="lM6eovKf7idiACxo2YObn68IHq4=">AAADwHicbVLbattAEFXsXlL3lrSPfRkaFdKSqFKCSQkYggtJIBRS4lwgNmG1WlmDV7uKdpXgCP9kHwr9m45kN86lix5WM7NnzjkzYSbRWN//s9BoPnn67Pnii9bLV6/fvF1afndidJFzccy11PlZyIyQqMSxRSvFWZYLloZSnIaj71X+9ErkBrXq2XEmBikbKoyRM0uhi+WF332lUUVC2VZXFsJqbRMojDDg9uOc8TKYlL1JJ3DhR4j2qwGmInCTju9tBm13DYwGmwjIBBtBnIvLQig+hkhcYd0BsALK0ilWMik3CIz+IWhveW0XRvs3Xr/foq+nQWKKtoYLqcs1RkRFx3UgFcawoQCDQ8XkGsy5mrGxIjUQo7Qir4tzwS1Tw0KyHLJCVmIKg2oIDPZYYQwy9a/8GglifROi7rzn9pRQPzEZ4+JLGXhtVBNwuyS6vXrHlc+dtu/f05CQXKy6FUzKygbDcwxFBIyMI4ReBeHeslifsqB8TbP2dq6MgAzDCKyGwqLEGzGnv3tr9VGCsYUDMSaBa6Bz2Ns9OvAullZ8z68PPL4Es8uKMzuHF0u/+pHmRUqLwCUz5jzwMzsoWW6RSzFp9WknyI4RDeGcrorRRAZlvYAT+ESRCGJqHmtloY7efVGy1JhxGlJlymxiHuaq4P9y54WNvw1KVFlhSey0UVzIypJqmyHCataV08jIaeIKPGE0IHLVtMiE4KHkx5eTDS/wveDnxsrO9syOReeD89FZdQJny9lx9p1D59jhjU6DN2QjbXabSVM3L6eljYXZm/fOvdO8+Qt01y3U</latexit>



Simulation example

Two cases, continuous-phase frequency-shift keying with:

(a) rectangular pulses

(b) Gaussian-filtered pulses with BT = 0.5 (like Bluetooth pulse).

Carrier frequency: fc = 1500 Hz

Modulation index: h = 0.315
Symbol rate: 1/T = 200 s

�1

Peak frequency deviation: �fmax =
h
2T = 0.315 ⇤ 100 ' 32 Hz

<latexit sha1_base64="iyTcLkG+tqEH+CqTT7JKkGWXroU=">AAADaXicbVJtaxNBEL4kvtRYtVUU0S+DidBIE+9SglIIlFawX4RI0xfoxbDZm8st2du97u61jcfhf/Sbf8Av/gn3LpFq63wa5pl5ZuaZmSScaeO6PyrV2q3bd+6u3KvfX33w8NHa+uMjLVNF8ZBKLtXJhGjkTOChYYbjSaKQxBOOx5PZXoEfn6PSTIqhmSc4islUsJBRYmxovF755gvJRIDC1A9YnPIyDnhJ4oSj79d9f3ghgdoWehOoFIaJVKa6nUQ2BKHCsxQFnbd1xEIDM5wzMYULZqLtsri+QVqgkBoippZcQZJyS7XEJi34SFKtGRHtkHGDCoNlRskBzd1h3+30mrDB2Qxhl6dopLRAmdTqLHj2iFIM1dU029AMx7Tv9Vy3CftfbconGfzZrdj20mZElnnL6zUtejCPJ5KDIgYt4L0d9ruu62+CHxMTqTjT+Zes7eXNRbsBktlVLwjwnJXMttT/gNwQCMdZTC7zvh8qQrMoz7rDfNHtjWeJNYvxDLa6xWzjtYbbcUuDm463dBrO0gbjte9+IGka24tRTrQ+9dzEjDKiDKMc87qfakwInZEpnlpXkBj1KCs/JYfXNhJAKK1W9pRQRv+uyEistRXDZhar6+tYEfwfdpqa8P0oYyJJjRVl0ShMORgJxdtBwIon4FYtRqhidlagEbHq2JvruhXBu77yTeeo2/Hcjve529jZXsqx4rx0Xjkbjue8c3acfWfgHDq08rO6Wn1afVb9VVuvPa+9WKRWK8uaJ84/Vmv8Bit/DNU=</latexit><latexit sha1_base64="iyTcLkG+tqEH+CqTT7JKkGWXroU=">AAADaXicbVJtaxNBEL4kvtRYtVUU0S+DidBIE+9SglIIlFawX4RI0xfoxbDZm8st2du97u61jcfhf/Sbf8Av/gn3LpFq63wa5pl5ZuaZmSScaeO6PyrV2q3bd+6u3KvfX33w8NHa+uMjLVNF8ZBKLtXJhGjkTOChYYbjSaKQxBOOx5PZXoEfn6PSTIqhmSc4islUsJBRYmxovF755gvJRIDC1A9YnPIyDnhJ4oSj79d9f3ghgdoWehOoFIaJVKa6nUQ2BKHCsxQFnbd1xEIDM5wzMYULZqLtsri+QVqgkBoippZcQZJyS7XEJi34SFKtGRHtkHGDCoNlRskBzd1h3+30mrDB2Qxhl6dopLRAmdTqLHj2iFIM1dU029AMx7Tv9Vy3CftfbconGfzZrdj20mZElnnL6zUtejCPJ5KDIgYt4L0d9ruu62+CHxMTqTjT+Zes7eXNRbsBktlVLwjwnJXMttT/gNwQCMdZTC7zvh8qQrMoz7rDfNHtjWeJNYvxDLa6xWzjtYbbcUuDm463dBrO0gbjte9+IGka24tRTrQ+9dzEjDKiDKMc87qfakwInZEpnlpXkBj1KCs/JYfXNhJAKK1W9pRQRv+uyEistRXDZhar6+tYEfwfdpqa8P0oYyJJjRVl0ShMORgJxdtBwIon4FYtRqhidlagEbHq2JvruhXBu77yTeeo2/Hcjve529jZXsqx4rx0Xjkbjue8c3acfWfgHDq08rO6Wn1afVb9VVuvPa+9WKRWK8uaJ84/Vmv8Bit/DNU=</latexit><latexit sha1_base64="iyTcLkG+tqEH+CqTT7JKkGWXroU=">AAADaXicbVJtaxNBEL4kvtRYtVUU0S+DidBIE+9SglIIlFawX4RI0xfoxbDZm8st2du97u61jcfhf/Sbf8Av/gn3LpFq63wa5pl5ZuaZmSScaeO6PyrV2q3bd+6u3KvfX33w8NHa+uMjLVNF8ZBKLtXJhGjkTOChYYbjSaKQxBOOx5PZXoEfn6PSTIqhmSc4islUsJBRYmxovF755gvJRIDC1A9YnPIyDnhJ4oSj79d9f3ghgdoWehOoFIaJVKa6nUQ2BKHCsxQFnbd1xEIDM5wzMYULZqLtsri+QVqgkBoippZcQZJyS7XEJi34SFKtGRHtkHGDCoNlRskBzd1h3+30mrDB2Qxhl6dopLRAmdTqLHj2iFIM1dU029AMx7Tv9Vy3CftfbconGfzZrdj20mZElnnL6zUtejCPJ5KDIgYt4L0d9ruu62+CHxMTqTjT+Zes7eXNRbsBktlVLwjwnJXMttT/gNwQCMdZTC7zvh8qQrMoz7rDfNHtjWeJNYvxDLa6xWzjtYbbcUuDm463dBrO0gbjte9+IGka24tRTrQ+9dzEjDKiDKMc87qfakwInZEpnlpXkBj1KCs/JYfXNhJAKK1W9pRQRv+uyEistRXDZhar6+tYEfwfdpqa8P0oYyJJjRVl0ShMORgJxdtBwIon4FYtRqhidlagEbHq2JvruhXBu77yTeeo2/Hcjve529jZXsqx4rx0Xjkbjue8c3acfWfgHDq08rO6Wn1afVb9VVuvPa+9WKRWK8uaJ84/Vmv8Bit/DNU=</latexit><latexit sha1_base64="iyTcLkG+tqEH+CqTT7JKkGWXroU=">AAADaXicbVJtaxNBEL4kvtRYtVUU0S+DidBIE+9SglIIlFawX4RI0xfoxbDZm8st2du97u61jcfhf/Sbf8Av/gn3LpFq63wa5pl5ZuaZmSScaeO6PyrV2q3bd+6u3KvfX33w8NHa+uMjLVNF8ZBKLtXJhGjkTOChYYbjSaKQxBOOx5PZXoEfn6PSTIqhmSc4islUsJBRYmxovF755gvJRIDC1A9YnPIyDnhJ4oSj79d9f3ghgdoWehOoFIaJVKa6nUQ2BKHCsxQFnbd1xEIDM5wzMYULZqLtsri+QVqgkBoippZcQZJyS7XEJi34SFKtGRHtkHGDCoNlRskBzd1h3+30mrDB2Qxhl6dopLRAmdTqLHj2iFIM1dU029AMx7Tv9Vy3CftfbconGfzZrdj20mZElnnL6zUtejCPJ5KDIgYt4L0d9ruu62+CHxMTqTjT+Zes7eXNRbsBktlVLwjwnJXMttT/gNwQCMdZTC7zvh8qQrMoz7rDfNHtjWeJNYvxDLa6xWzjtYbbcUuDm463dBrO0gbjte9+IGka24tRTrQ+9dzEjDKiDKMc87qfakwInZEpnlpXkBj1KCs/JYfXNhJAKK1W9pRQRv+uyEistRXDZhar6+tYEfwfdpqa8P0oYyJJjRVl0ShMORgJxdtBwIon4FYtRqhidlagEbHq2JvruhXBu77yTeeo2/Hcjve529jZXsqx4rx0Xjkbjue8c3acfWfgHDq08rO6Wn1afVb9VVuvPa+9WKRWK8uaJ84/Vmv8Bit/DNU=</latexit>
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Carson’s Rule says:

BW ' 2(�fmax +W )

BW ' 2(
h
2T +

1
2T )

BW ' 1
T (1 + h)

e.g. for GFSK with h = 0.315 and 1/T = 200 bit/s, Carson’s rule predicts

BW ' 260 Hz. In practice, the bandwidth that contains 99% of the signal

power is closer to
1
T = 200 Hz. (For Bluetooth, then, 99% bandwidth is ' 1

MHz.)
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Quadrature FM Demodulator

vin(t) = A cos(ωot+ δωt)

C ′

CL R

LPF vout ∼ 2Qp
δω
ωo

v′(t)

ωo =
1√
LC

Qp = ωoRC

• The demodulator operates with the RLC circuit tuned to resonance at the
carrier frequency of vin, !o.

• The voltage divider consisting of C 0 and the resonant RLC circuit converts
small frequency deviations in vin to phase shifts of v0 relative to vin.

• For small frequency deviations, �!, v0 is phase shifted by ⇡/2� 2Qp
�!
!o

.

• The multiplier and LPF act as a phase comparator, producing output
proportional to 2Qp

�!
!o

for small frequency deviations, �!.
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Figure 1.23 is a schematic of a quadrature multiplexer/modulator that implements this
scheme. The quadrature-multiplexed signal simply consists of two DSB-SC components,

m1(t)

s(t) = m1(t) cos!ct + m2(t) sin!ct

cos!ct

m2(t)

90�

0�

cos!ct

sin!ct

Figure 1.23: Quadrature multiplexer/modulator.

and the spectra of the two components will overlap, as in Figure 1.24. Because the spectra

f

|S(f)|

2W

fc

Figure 1.24: Two DSB-SC components with overlapping spectra.

overlap it may look as if it would be impossible to recover the individual signals, m1(t)
and m2(t), however it can be done if the signals are coherently demodulated as shown
in Figure 1.25, which shows a quadrature de-multiplexer. This system consists of two
coherent demodulators, one (the upper branch) operates with an in-phase local oscillator,
and produces an output, I(t), that is called the in-phase signal component. The lower branch
operates with a quadrature local oscillator, and produces an output, Q(t), that is called the
quadrature signal component. Provided that the local oscillator is properly synchronized
with the carrier of the incoming signal, the in-phase output will be proportional to m1(t) and
the quadrature output is proportional to m2(t). The demonstration that this demodulation
scheme will work is left as an exercise.

An application of quadrature multiplexing is the analog color television signal. The color,
or “chrominance,” information is contained in two signals, I(t) and Q(t), and is transmitted
by quadrature multiplexing these signals onto a subcarrier with a frequency of approximately
3.58 MHz. In order to detect the color information at the receiver, it is necessary to have
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The quadrature modulator can be used to generate any type of modulation.

Consider a signal that is both amplitude and angle modulated:

s(t) = A(t) cos(!ct+ ✓(t))

Using a trigonometric identity, this can be written in terms of in-phase and
quadrature components:

s(t) = A(t) cos(✓(t)) cos(!ct)�A(t) sin(✓(t)) sin(!ct)

s(t) = m1(t) cos(!ct) +m2(t) sin(!ct)

where
m1(t) = A(t) cos(✓(t))

m2(t) = �A(t) sin(✓(t))
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I(t) = 1

2
m1(t)

s(t) = m1(t) cos!ct + m2(t) sin!ct

cos!ct

Q(t) = 1

2
m2(t)

90�

0�

cos!ct

sin!ct

Figure 1.25: De-multiplexing of quadrature-multiplexed signals.

synchronization information for the receiver oscillator. This information is provided in the
television signal by adding a short “burst” of the transmitter’s 3.58 MHz signal into the
composite video signal at the end of each horizontal scan line. The signal is known as
the “color burst.” Although with this scheme the carrier information is present for only a
small fraction of the time, it is still possible to use its information to lock an oscillator in
the receiver to the transmitter’s frequency and phase. This is usually done by employing a
phase-locked loop which generates a continuous carrier and uses the periodic synchronization
information to adjust the frequency and phase of the carrier.

1.6.8 Vestigial Sideband Modulation - VSB
Recall that SSB is the most bandwidth-efficient modulation, but it is difficult to get good
low-frequency response in a SSB system because of the obstacles involved in the filtering
or phasing methods of SSB generation. Low-frequency response is necessary in an analog
television system so that video images with large areas of the same color and brightness can
be transmitted. In a digital communication system, low frequency response is necessary in
order to transmit pulses with non-zero mean. The hardware requirements are considerably
relaxed if we allow a part (“vestige”) of the unneeded sideband to be transmitted. If, in
addition, a carrier component is transmitted, demodulation is simplified significantly. This
vestigial sideband scheme is used for all commercial television transmissions, wherein the
upper sideband and a vestige of the lower sideband are transmitted. Vestigial sideband is
used for transmission of the video portion of analog television signals using the National
Television Systems Committee (NTSC) system (see Figure 1.26a) and for transmittion of
digital television (DTV) signals using the Advanced Television Systems Committee (ATSC)
standard (Figure 1.26b). The ATSC modulation is called 8VSB.

ATSC message signals are constructed using pulses whose Fourier transform is the
square-root of the raised-cosine pulses discussed earlier. In the receiver, the signal is fil-
tered using a square-root raised-cosine response so that the received pulses will have a
raised-cosine spectrum. A pulse can take on 8 possible amplitudes, so each pulse repre-

Similarly, the quadrature demodulator can be used to demodulate any type of
modulation. (Additional signal processing is required).

With perfect carrier recovery:

I(t) =
1

2
m1(t) =

1

2
A(t) cos(✓(t))

Q(t) =
1

2
m2(t) = �1

2
A(t) sin(✓(t))



Outputs from quadrature demodulator are:

I(t) =
1

2
m1(t) =

1

2
A(t) cos(✓(t))

Q(t) =
1

2
m2(t) = �1

2
A(t) sin(✓(t))

Can recoverA(t) and ✓(t) unambiguously as long asA(t) � 0 (positive envelope):

A(t) = 2

p
I2(t) +Q2(t)

✓(t) = � arctan(
Q(t)

I(t)
)

If the signal is frequency modulated, then instantaneous frequency is propor-

tional to the message signal:

d✓(t)

dt
=

�1

I2 +Q2
(I

dQ

dt
�Q

dI

dt
)
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sufficient to demodulate the signal. The block diagram of such a tuned-detector receiver is
shown in Figure 2 .1 . The tuned-detector is a passive circuit, and the audio power available

so(t) = A(1+ m(t))+noiseDemodulator

si(t) = A(1+ m(t)) cos(ωct + θ)+noise

Figure 2 .1 : Top: block diagram of a tuned-detector receiver. Bottom: typical implementa-
tion. This type of receiver is also known as a “crystal set”, because early implementations
of the diode junction were implemented with the point-contact junction between a wire and
crystal such as galena (lead sulfide) or carborundum (silicon carbide).

from the detector output must be provided by the energy collected by the antenna. Large
antennas are necessary to collect enough signal, even from relatively close transmitters, to
provide an output that is audible even with sensitive headphones. Selection of the desired
signal, and rejection of unwanted signals, is the responsibility of the resonant circuit, which
acts as a filter, and which must be tuned to pass the desired carrier frequency of interest.
It is easy to improve the ability of a tuned-detector to receive weak signals by addingan
amplifier to the system, but this does not solve the other fundamental problem with this
receiver, which is the fundamental lower limit to the bandwidth that can be achieved with
simple filters based on inductor/ capacitor resonators. This limitation will be discussed in
more detail in section 2 .2 . For the time being, it suffices to say that an LC filter, whose center
frequency must be adjustable, is limited to a bandwidth no smaller than approximately 1 % of
its center frequency. While tunable LC filters with smaller bandwidths can be designed, the
attenuation (loss) of such filters soars as the design bandwidth is decreased below about 1 %.
In the early days of radio, carrier frequencies were low, so fractional bandwidths of signals
were relatively high, and the 1 % lower limit on bandwidth was not a serious problem. As
shorter wavelengths came into use, the fractional bandwidth occupied by signals became
smaller than 1 %, and some means of obtainingnarrower bandwidth was needed.

2 .1 .2 Tuned Radio Frequency (TRF) Receiver
One very popular receiver architecture that was employed in the 1 9 2 0 ’s for AM broadcast
receivers was sort of a brute-force approach to obtaininghigh gain and narrow bandwidth.
The tuned-ra dio-frequency (TRF) receiver utilized a cascade of several tuned amplifiers,
each havinga bandpass response, as shown in Figure 2 .2 , where each tuned amplifier is

Tuned Demodulator



Filter facts
• Physical limitations of filters play a dominant role in receiver design.

• Analog filters are based on resonators. 
• electromagnetic resonators: LC circuits, T-line stubs, waveguide/cavity, and combinations 
thereof. 
• electro-mechanical resonators use a transducer to couple electrical signals into and out of a 
mechanical resonator. Transduction occurs naturally in piezo-electric materials such as quartz 
and certain ceramics.

• Achieving a good shape factor (frequency response close to rectangular) requires many 
resonators. 

• Tunable filters require tunable resonators and tunable coupling between resonators. Tuning only 
possible with electromagnetic resonators, and is only convenient with LC resonators. Not 
practical to tune filters with more than 2 or 3 resonators.  

• Minimum fractional bandwidth of practically realizable tunable filters based on LC resonators is 
1%, and shape factor will be poor (large). Hence, tunable filters are not suitable for channel 
selection.

•At low frequencies (< 100 MHz) can use electromechanical resonators to realize single-
frequency filters with fractional bandwidth as small as 0.01%. At moderate frequencies (up to a 
few GHz) can use surface-acoustic-wave (SAW) filters to realize single-frequency filters with 
fractional bandwidth smaller than 1%.



Carrier Frequency, 
fc

Channel 
Bandwidth,

BW

Fractional 
Bandwidth,

BW/fc

AM Broadcast 1 MHz 10 kHz 0.01(1%)

FM Broadcast 100 MHz 200 kHz 0.002 (0.2%)

DTV 600 MHz 6 MHz 0.01 (1%)

WiFi 802.11n 5 GHz 40 MHz 0.008 (0.8%)

Bluetooth 2.4 GHz 80 MHz (all 
channels)

0.033 (3.3%)

4G Cellphone 
uplink (typical)

1.8 GHz 5 MHz 0.0028 (0.3%)

SDARS 
(Sirius/XM)

2.326 GHz 12.5 MHz 0.0054 (0.5%)
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Our custom package concepts provide additional 
shielding for better ultimate rejection

Filters  |  Lumped Element Designs
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Filters  |  Cavity Designs

We can incorporate a unique low dielectric constant stabilizing structure to
reduce overall sensitivity to shock and vibration
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Filters  |  Tubular Filters

• Tubular Advantages
- 30 MHz to 5 GHz
- Broad stopbands
- Ideal for harmonic rejection
- Moderate bandwidths (2% to 50%)
- Chebyshev transfer functions
- High power handling capability

• Applications and Technology Trends
- Mature technology - most current military applications 
are better served through LC or cavity filters

High Power 
Rugged Mounting

We have experience
in high power tubular
designs up to 5000 watts
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Filters  |  Tubular Filter Designs

Precision centerless ground stock allows
extremely tight tolerances and thereby yields 
consistent unit to unit performance



33

Filters  |  Ceramic Filter Designs

Alternative coupling structures offers design
flexibility and superior performance

Capacitive coupling
arrays also offer
enhanced reliability
and repeatability



Surface Acoustic Wave (SAW) filters are commonly used 
for frequencies in the range 50-2000 MHz.

Finger spacing, d, determines the wavelength that is:
 (i) strongly excited by the input transducer and 
(ii) produces a large response at the output transducer.

Figure taken from Wikipedia
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Demodulator

fc

G

A

F (ω)

si(ω)

so(ω)

so(ω)
si(ω) = GF (ω)

1−AGF (ω)

Figure 2 .3 : A regenerative receiver employing a regenerative amplifier in front of a demod-
ulator.

frequency is GF (ωo)/(1 − AGF (ωo)), which can be made arbitrarily large if AGF (ωo) is
allowed to approach 1 (from below!). The positive feedback that is built into the regenerative
amplifier is precisely what is necessary to build an oscillator. Note that if the quantity
AGF (ωo) is allowed to become equal to one, the transfer function becomes infinite, which
may be interpreted as a condition where finite output signal occurs with zero input, in
other words, the system oscillates and becomes a radio-frequency signal source, rather than
an amplifier. Armstrong’s regenerative receiver operates the feedback loop just below the
threshold of oscillation, where the denominator of equation 2 .1 is very small. Hence, the
gain of the system is very large. It turns out that if the filter is a simple LC resonator, then
the gain-bandwidth product of the system is independent of the value of AGF (ωo). Hence,
when the gain is very large, the bandwidth of the system can be very small. This provides a
means to obtain extremely high gain and extremely small fractional bandwidths, using only
a single active device.

The drawback to the regenerative receiver is the fact that the desired operating point is
where AGF (ωo) is close to one. If something happens to causeAGF (ωo) to become equal to,
or greater than, one, then the system becomes unstable, and oscillates. When the system
is oscillating, it no longer acts as an extremely high gain and narrow bandwidth amplifier
for small signals delivered by the antenna. In the oscillating mode, the regenerative receiver
essentially becomes a self-oscillating mixer, which does not provide any narrow bandwidth
filtering action. The difficulty associated with adjusting the filter and feedback to achieve
high gain and narrow bandwidth made this receiver relatively difficult to use. It is also
inherently very sensitive to changes in component values and circuit layout, so that it is
rarely used in modern systems. Nevertheless, in the 1 9 2 0 s, there was an intense competition
between Westinghouse, who had acquired the rights to Armstrong’s regenerative patent, and
a group of radio manufacturers that owned the rights to the neutrodyne patent.

An interesting, and even more exotic, variant of the regenerative receiver concept can be
found in the superregenerative receiver. Keeping in mind that the regenerative receiver is
most sensitive (in the sense that it has the highest gain) when it is operated at the threshold
between stability and instability (oscillation), the superregenerative receiver is designed so
that the quantity AGF (ωo) is actually larger than 1 . Thus, oscillation starts and builds
up immediately after power is applied to the system. Superregenerative receivers have a
built-in circuit that senses when oscillation starts (this is easily detected by changes in the

Regenerative amplifier -> demodulator

Invented by Edwin Armstrong (1912) while he was an undergraduate at 
Columbia
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represented by separate filter and amplifier blocks. If the filter/ amplifier stages are identical,
and if the amplifiers provide an effective buffer between the filters, then the overall transfer
function of the cascade is equal to the transfer function of a single filter/ amplifier stage
raised to the n’th power, where n is the number of stages. This architecture provides high
gain and narrower bandwidth than can be obtained with a single filter. The TRF receivers
were fairly difficult to tune properly, as each of the tuned circuits had to be tuned to the
carrier frequency of interest. If only one of the filters was mis-tuned, the overall gain of
the receiver would drop to a very low value. Another problem with the TRF receiver
was the tendency for the system to oscillate. This problem is a manifestation of the “too
much gain in one box” syndrome, which occurs whenever reverse isolation (the attenuation
between the output and the input) of an amplifier chain does not exceed the forward gain
by a comfortable margin. Leakage from the output back to the input provides a feedback
path, which can lead to oscillation. In early receivers, the internal feedback within the triode
vacuum tubes used as amplifiers provided enough reverse couplingto cause oscillation unless
the forward gain was kept small. A technique called “neutralization” was developed to cancel
the internal feedback of the active devices, and the TRF receiver employingneutralization
became known as the neutrodyne receiver. The triode-based neutrodyne was followed by a
second generation TRF receiver based on the tetrode vacuum tube, which had almost no
internal feedback and did not require neutralization. The tetrode-based TRF receiver was
available through the early 1 9 3 0 s.

Demodulator

fc fc fc

Figure 2 .2 : Tuned-radio-frequency (TRF) receiver architecture.

2 .1 .3 Regenerative Receiver
The TRF receiver became a practical commercial device only when the cost, and availability,
of triode vacuum tubes made these devices available to the general public. Even before the
dawn of AM broadcasting, and the subsequent popularity of the TRF receiver, a particularly
ingenious concept was developed by Edwin Howard Armstrong, in 1 9 1 2 , which allowed him
to develop a receiver with high gain, and narrow bandwidth, usingonly a single triode.
Armstrong, an undergraduate at Columbia University at the time, used positive feedback
to increase the gain, and narrow the bandwidth of a single-stage tuned amplifier. A block
diagram of the system is shown in Figure 2 .3 . The transfer function of the system between
the antenna terminals and the demodulator input is

so(ω)
si(ω)

=
GF (ω)

1 − AGF (ω)
. (2 .1 )

Without the positive feedback, the transfer function would be equal to the numerator of
equation 2 .1 . The gain of the filter/ amplifier would be GF (ωo), and the fractional bandwidth
of the system would equal to that of the filter. With feedback, the gain at the center

Tuned-radio-frequency (TRF) receiver

Each filter must be tuned to the same center frequency.
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Demodulator

fc fIF

Intermediate Frequency (IF)
section

Radio Frequency (RF)
section

IF amplifierIF filter
Preselector
filter RF amplifier

Local Oscillator (LO)

fLO

Mixer

Figure 2 .6 : Superheterodyne receiver

and LO frequencies. Consider a modulated input signal with carrier frequency fc which
may be both angle- and amplitude-modulated in general:

s(t) = A(t) cos[ωct + θ(t)] (2 .2 )

The local oscillator signal will be an unmodulated carrier with frequency fLO, i.e.,
cos(ωLOt). The output signal from the mixer will be

sout(t) = A(t) cos[ωct + θ(t)] cos(ωLOt) (2 .3 )

=
1
2
{A(t) cos [(ωc − ωLO)t + θ(t)] + A(t) cos [(ωc + ωLO)t + θ(t)]}

Note that the output from the mixer/ LO consists of two signals with carrier frequencies
fc−fLO and fc +fLO. Note also that the amplitude and angle modulation that was present
on the input signal has been transferred to the two output signals without any distortion.

The IF filter “picks out” one of the two signals and rejects the other. If a range of
input frequencies is to be covered, then the LO will be tunable. Since the IF frequency
is fixed, the LO frequency is adjusted, in practice, in order to make fIF = fc + fLO or
fIF = |fc − fLO|. The choice of whether the sum or difference frequency is picked out
by the IF filter is determined in the design stage. If fIF < fc the configuration is called
down-conversion, since the carrier frequency has been converted down to fIF . If fIF > fc,
the receiver is said to employ up-conversion.

2 .3 .1 Image Frequencies
Just as there are two output signals from the mixer for each input frequency, there are two
input frequencies to the mixer that will give an output at the IF frequency. In practice
only one of these will be the desired frequency, and the other, undesired, frequency is called
the ima ge frequency. If an undesired signal happens to have a carrier frequency that is the
same as the image frequency, then that signal would be mixed into the IF filter’s passband
alongwith the desired signal. In the superhet (see Figure 2 .6 ) the primary function of the

Invented by Major Edwin Armstrong (1917) while he was in the 
Army Signal Corps

Superheterodyne Receiver
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and LO frequencies. Consider a modulated input signal with carrier frequency fc which
may be both angle- and amplitude-modulated in general:

s(t) = A(t) cos[ωct + θ(t)] (2 .2 )

The local oscillator signal will be an unmodulated carrier with frequency fLO, i.e.,
cos(ωLOt). The output signal from the mixer will be

sout(t) = A(t) cos[ωct + θ(t)] cos(ωLOt) (2 .3 )

=
1
2
{A(t) cos [(ωc − ωLO)t + θ(t)] + A(t) cos [(ωc + ωLO)t + θ(t)]}

Note that the output from the mixer/ LO consists of two signals with carrier frequencies
fc−fLO and fc +fLO. Note also that the amplitude and angle modulation that was present
on the input signal has been transferred to the two output signals without any distortion.

The IF filter “picks out” one of the two signals and rejects the other. If a range of
input frequencies is to be covered, then the LO will be tunable. Since the IF frequency
is fixed, the LO frequency is adjusted, in practice, in order to make fIF = fc + fLO or
fIF = |fc − fLO|. The choice of whether the sum or difference frequency is picked out
by the IF filter is determined in the design stage. If fIF < fc the configuration is called
down-conversion, since the carrier frequency has been converted down to fIF . If fIF > fc,
the receiver is said to employ up-conversion.

2 .3 .1 Image Frequencies
Just as there are two output signals from the mixer for each input frequency, there are two
input frequencies to the mixer that will give an output at the IF frequency. In practice
only one of these will be the desired frequency, and the other, undesired, frequency is called
the ima ge frequency. If an undesired signal happens to have a carrier frequency that is the
same as the image frequency, then that signal would be mixed into the IF filter’s passband
alongwith the desired signal. In the superhet (see Figure 2 .6 ) the primary function of the

Frequency translation is performed by the mixer/LO.

two output signals at carrier frequencies |fc ± fLO|
modulation is preserved without distortion on both signals

A(t) cos(!ct + ✓(t))

cos(!LOt)

1

2
A(t) cos((!c � !LO)t+ ✓(t)) +

1

2
A(t) cos((!c + !LO)t+ ✓(t))
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and LO frequencies. Consider a modulated input signal with carrier frequency fc which
may be both angle- and amplitude-modulated in general:

s(t) = A(t) cos[ωct + θ(t)] (2 .2 )

The local oscillator signal will be an unmodulated carrier with frequency fLO, i.e.,
cos(ωLOt). The output signal from the mixer will be

sout(t) = A(t) cos[ωct + θ(t)] cos(ωLOt) (2 .3 )

=
1
2
{A(t) cos [(ωc − ωLO)t + θ(t)] + A(t) cos [(ωc + ωLO)t + θ(t)]}

Note that the output from the mixer/ LO consists of two signals with carrier frequencies
fc−fLO and fc +fLO. Note also that the amplitude and angle modulation that was present
on the input signal has been transferred to the two output signals without any distortion.

The IF filter “picks out” one of the two signals and rejects the other. If a range of
input frequencies is to be covered, then the LO will be tunable. Since the IF frequency
is fixed, the LO frequency is adjusted, in practice, in order to make fIF = fc + fLO or
fIF = |fc − fLO|. The choice of whether the sum or difference frequency is picked out
by the IF filter is determined in the design stage. If fIF < fc the configuration is called
down-conversion, since the carrier frequency has been converted down to fIF . If fIF > fc,
the receiver is said to employ up-conversion.

2 .3 .1 Image Frequencies
Just as there are two output signals from the mixer for each input frequency, there are two
input frequencies to the mixer that will give an output at the IF frequency. In practice
only one of these will be the desired frequency, and the other, undesired, frequency is called
the ima ge frequency. If an undesired signal happens to have a carrier frequency that is the
same as the image frequency, then that signal would be mixed into the IF filter’s passband
alongwith the desired signal. In the superhet (see Figure 2 .6 ) the primary function of the
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fLO

fc + fLO

|fc � fLO|
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and LO frequencies. Consider a modulated input signal with carrier frequency fc which
may be both angle- and amplitude-modulated in general:

s(t) = A(t) cos[ωct + θ(t)] (2 .2 )

The local oscillator signal will be an unmodulated carrier with frequency fLO, i.e.,
cos(ωLOt). The output signal from the mixer will be

sout(t) = A(t) cos[ωct + θ(t)] cos(ωLOt) (2 .3 )

=
1
2
{A(t) cos [(ωc − ωLO)t + θ(t)] + A(t) cos [(ωc + ωLO)t + θ(t)]}

Note that the output from the mixer/ LO consists of two signals with carrier frequencies
fc−fLO and fc +fLO. Note also that the amplitude and angle modulation that was present
on the input signal has been transferred to the two output signals without any distortion.

The IF filter “picks out” one of the two signals and rejects the other. If a range of
input frequencies is to be covered, then the LO will be tunable. Since the IF frequency
is fixed, the LO frequency is adjusted, in practice, in order to make fIF = fc + fLO or
fIF = |fc − fLO|. The choice of whether the sum or difference frequency is picked out
by the IF filter is determined in the design stage. If fIF < fc the configuration is called
down-conversion, since the carrier frequency has been converted down to fIF . If fIF > fc,
the receiver is said to employ up-conversion.

2 .3 .1 Image Frequencies
Just as there are two output signals from the mixer for each input frequency, there are two
input frequencies to the mixer that will give an output at the IF frequency. In practice
only one of these will be the desired frequency, and the other, undesired, frequency is called
the ima ge frequency. If an undesired signal happens to have a carrier frequency that is the
same as the image frequency, then that signal would be mixed into the IF filter’s passband
alongwith the desired signal. In the superhet (see Figure 2 .6 ) the primary function of the

fLO is adjusted so that either

fc + fLO = fIF

or
|fc � fLO| = fIF

If fIF > fc then the conversion is called ”up-conversion”.
If fIF < fc then the conversion is called ”down-conversion”



”High LO” and ”Low LO”

fLO = |fc � fIF | Low LO
fLO = fc + fIF High LO

Given fc and fIF , there are 2 choices for fLO which will convert
(or ”mix”) fc ! fIF :



Image response

Given fIF and fLO, there are 2 input frequencies that will be mixed
to fIF :

fc1 = fLO + fIF

fc2 = |fLO � fIF |

One of these is the desired carrier frequency. The other is called

the ”image frequency”, fIM .

The image response represents a potential source of interference.

The purpose of the pre-selector filter is to reject signals at the

image frequency.



1. Product profile

1.1 General description
The BB207 is a variable capacitance double diode with a common cathode, fabricated in
silicon planar technology, and encapsulated in the SOT23 small plastic SMD package.

1.2 Features
■ Excellent linearity
■ Cd(1V): 81 pF; Cd(7.5V): 27.6 pF
■ Cd(1V) to Cd(7.5V) ratio: min. 2.6
■ Very low series resistance
■ Small plastic SMD package.

1.3 Applications
■ Electronic tuning in FM-radio.

2. Pinning information

3. Ordering information

BB207
FM variable capacitance double diode
Rev. 02 — 27 April 2004 Product data sheet

Table 1: Discrete pinning
Pin Description Simplified outline Symbol
1 anode 1
2 anode 2
3 common cathode

Top view

1 2

3

sym032

21

3

Table 2: Ordering information
Type number Package

Name Description Version
BB207 - plastic surface mounted package; 3 leads SOT23
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Philips Semiconductors BB207
FM variable capacitance double diode

f = 1 MHz; Tj = 25 °C.

Fig 1. Diode capacitance as a function of reverse voltage; typical values.

Fig 2. Reverse current as a function of junction
temperature; maximum values.

Fig 3. Temperature coefficient of diode capacitance
as a function of reverse voltage; typical values.
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Selectable Filter Switch

The Spectre ELITE features
electronic circuit design
enhancements and a new
selectable filter switch for
easier target acquisition
and greater range.

Introducing the Spectre ELITE
Radar Detector Detector

 

 

 

Next generation technology in
radar detector detection

Federal law prohibits drivers of commercial motor vehicles from using radar detectors. In fact,
Federal Motor Carrier Safety Administration Regulation 392.71 prohibits these drivers from even
possessing a radar detector. Plus, radar detectors are illegal in all vehicles in Washington, D.C.,
Virginia, and on all U.S. military installations.

And although many radar detector manufacturers may say that their
devices are undetectable, the Spectre ELITE detects hundreds of
radar detector models in use all over the U.S. That’s because all
radar detectors, including those that feature “cloaking” or “Spectre
Alert,” operate - and are detected - in the same way.

The Spectre ELITE detects radar detectors by sensing electromagnetic
“leakage” from a component common to every radar detector, the
local oscillator. Some manufacturers try to evade detection by
suppressing local oscillator leakage with shielding; others try to adjust
the leakage to a frequency that the ELITE isn’t designed to detect,
while others turn off the local oscillator when they detect the Spectre.
In most cases, the ELITE can detect these “stealthy” detectors before
they can detect the ELITE and shut down.

Sensitivity adjustment adapts to the
environment

Where radar detectors are legal, the Spectre ELITE has the added advantage of automatic signal
attenuation and the selectable filter switch. Since the ELITE can detect many radar detectors at
nearly 1,000 feet away, this degree of sensitivity and adaptability offers better target
identification of spurious signals from leaky detectors in “target-rich” environments – and assists
operators in distinguishing among multiple signals.

In that situation, the filter reduces sensitivity in frequencies used by
inexpensive “high-leakage” detectors while maintaining heightened
sensitivity in frequencies used by detectors that are often used by
commercial violators. This selectable sensitivity, combined with
proper RDD orientation and setup in the patrol vehicle, limits the
detection threshold to much closer to the patrol vehicle and allows the
officer to “scan” traffic for commercial vehicle offenders.

FEATURES:

• New selectable Filter Switch for
better target acquisition in “target
rich” environments

• One-touch audio mute button to
silence audio alerts and then restore
audio volume automatically 5 seconds
after the signal 
is last detected

• Automatic LED dimming for
discrete night operation

• A high-volume audible alert

• A temperature compensated
front local oscillator for improved
accuracy in detecting known radar
detector bands

__________

Standard features on all Spectre
models:
• Simplicity of operation
• Instantaneous multi-band reception
• Anti-cloaking system (defeats many
radar detectors with 
Spectre Alert)
• Bargraph proximity display
• Geiger counter style audio alarm
• Small, compact, and light (roughly
1 pound with windshield mount)
• Unique 360-degree mount for easy
targeting in all directions.
• Shielded power cable
• FCC/ Industry Canada/ ACMA
approved for use in police vehicles

_________

Police equipment features
unmatched by any other
commercially available RDD:
• Digital RFI/ low volt and voltage
spike detection with indicator and
auto audio mute
• Digital over temperature sensor
with audio mute and 
automatic reset
• User adjustable gain control with
low gain warning indicator
• Eaton Vorad™ (Vehicle Onboard
RADar) compatible
• Compatible with all standard X, K,

About Us Products Service Literature International
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2.2 Operation of the Mixer/LO Stage - Useful Relation-
ships

For given IF and input frequencies, there are two possible LO frequencies that will cause
the input frequency to be converted to the IF frequency:

fLO = fIF + fC or fLO = |fIF − fC | (2.3)

For given IF and LO frequencies, there are two possible carrier frequencies that will give an
output at the IF frequency:

fc1 = fLO + fIF and fc2 = |fLO − fIF | (2.4)

One of these will be the desired carrier frequency, fc, and the other will be an undesired
image frequency, fIM . The choice that was made for the LO frequency will determine which
of these equations gives the image and/or desired frequency. The primary purpose of the
preselector is to reject the undesired image frequency.

There are four possible “generic” configurations for a single-conversion superheterodyne re-
ceiver. Define fcmin and fcmax to be the lower and upper limits, respectively, of the input
frequency range that the receiver is to cover. In practice the IF frequency will either be
smaller than fcmin or larger than fcmax. These two cases can be further subdivided, be-
cause there are two possible choices for the LO tuning range for each choice of IF. The image
frequency and the separation between the desired and image frequencies (|fIM − fc|) are
summarized in Table 2.1 for each of the four cases.

Table 2.1: Generic Configurations for a Single-conversion Superheterodyne Receiver

(1) Up - conversion: fIF > fcmax > fcmin

(1a) fLO = fIF + fc fIM = fc + 2fIF |fIM − fc| = 2fIF

(1b) fLO = fIF − fc fIM = 2fIF − fc |fIM − fc| = 2fLO

(2) Down - conversion: fIF < fcmin < fcmax

(2a) fLO = fIF + fc fIM = fc + 2fIF |fIM − fc| = 2fIF

(2b) fLO = fc − fIF fIM = |fc − 2fIF | |fIM − fc| = 2fIF if fc > 2fIF

|fIM − fc| = 2fLO if fc < 2fIF

Four types of single-conversion superhets

High LO

High LO

Low LO

Low LO

Note: In cases (1a) and (1b) (i.e. upconversion) fIM > fcmax. This
means that images are always above the highest carrier frequency
of interest and therefore outside the band of interest. A fixed pre-
selector filter can be used to pass the entire band of interest while
still rejecting images.



A single frequency conversion is not always enough.

For example, suppose we want to receive signals with fc ' 5 GHz

and BW = 5 kHz.

The bandwidth of the IF filter should be 5 kHz, so fractional

bandwidth of IF filter is
5e3
fIF

.

To reject the 1/2-IF response, preselector bandwidth must be

smaller than fIF , so fractional preselector bandwidth is
fIF
5e9 .

Suppose we want both fractional bandwidths > 0.01:

5e3
fIF

> 0.01 ! fIF < 5e5

fIF
5e9 > 0.01 ! fIF > 5e7

Can’t satisfy both constraints. Need to use more than one conversion

or image-reject mixer.



fIF1 fIF2 fIF3

fLO1 fLO2 fLO3

fIF3

fLO1

Image Reject Mixer



quadrature
splitter

LPF

LPF

90�
delay

+
cos(!it)

cos(!LOt)

sin(!LOt)

1
2 cos((!i � !LO)t)

1
2 sin((!LO � !i)t)

� 1
2 cos((!LO � !i)t) !LO > !i

+ 1
2 cos((!LO � !i)t) !LO < !i

0 !LO > !i

cos((!LO � !i)t) !LO < !i

An input signal with frequency smaller than the LO produces no

output, and an input signal with frequency greater than fLO pro-

duces output at the di↵erence frequency |fi � fLO|.

This configuration is an ”image-reject” mixer for downconversion

and low-LO.

Image-reject mixer



1.5. SOFTWARE DEFINED RADIO 17
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Image-reject mixer

(c)
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Figure 1.9: Comparison of superheterodyne receivers implemented with (a) rela-
tively large IF, (b) relatively low IF, and (c) zero-IF. Each configuration includes
analog-to-digital (A/D) conversion and digital signal processing stages. Use of a low
IF in (b) makes it possible to digitize the IF output directly, allowing the quadra-
ture downconversion and demodulation stages to be implemented in a DSP. The
need for only one A/D converter is an advantage for the low-IF superhet receiver.
On the other hand, the preselector in a low-IF receiver will not be able to provide
much image rejection because the image response will be located close to the desired
frequency. An image-reject mixer can be used to provide additional image rejection
(see homework problem 18). The advantage of having only a single A/D converter
comes at the cost of the additional complexity of the image-reject mixer.



High IF,  Low IF,  and  “zero IF”

Superhet with High IF
• Quadrature demod circuitry operates at relatively low frequency
• A/D converters operate at low frequency/sampling-rate

Zero-IF (direct conversion)
• Fewest components
• Quadrature demod operates at carrier frequency (need high frequency quadrature 

splitter and 2 high frequency mixers)
• LO leakage causes DC offsets in I/Q channels. I and Q channel output spectrum 

has a (possibly large) “spike” at DC. Can saturate DC-coupled amplifiers - must be 
removed. Desired signal’s DC component will also be removed.

• Phase noise from LO is a problem. High gain at baseband means that down-
converted phase noise is more troublesome than in topologies with less gain.

Superhet with Low-IF
• Only 1 A/D converter
• Quadrature demod is done in DSP - perfect I/Q channel balance. 
• May need “image-reject” mixer to attenuate the image response. 



General Description
The MAX1470 is a fully integrated low-power CMOS
superheterodyne receiver for use with amplitude-shift-
keyed (ASK) data in the 315MHz band. With few
required external components, and a low-current
power-down mode, it is ideal for cost- and power-sensi-
tive applications in the automotive and consumer mar-
kets. The chip consists of a 315MHz low-noise amplifier
(LNA), an image rejection mixer, a fully integrated
315MHz phase-lock-loop (PLL), a 10.7MHz IF limiting
amplifier stage with received-signal-strength indicator
(RSSI) and an ASK demodulator, and analog baseband
data-recovery circuitry.
The MAX1470 is available in a 28-pin TSSOP package.

Applications
Remote Keyless Entry
Garage Door Openers
Remote Controls
Wireless Sensors
Wireless Computer Peripherals
Security Systems
Toys
Video Game Controllers
Medical Systems

Features
♦ Operates from a Single +3.0V to +3.6V Supply

♦ Built-In 53dB RF Image Rejection

♦ -115dBm Receive Sensitivity*

♦ 250µs Startup Time

♦ Low 5.5mA Operating Supply Current

♦ 1.25µA Low-Current Power-Down Mode for
Efficient Power Cycling

♦ 250MHz to 500MHz Operating Band (Image
Rejection Optimized at 315MHz)

♦ Integrated PLL with On-Board Voltage-Controlled
Oscillator (VCO) and Loop Filter

♦ Selectable IF Bandwidth Through External Filter

♦ Complete Receive System from RF to Digital Data
Out

M
A

X
1
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7

0
315MHz Low-Power, +3V Superheterodyne

Receiver

________________________________________________________________ Maxim Integrated Products 1

Ordering Information

19-2135; Rev 1; 8/02

For pricing, delivery, and ordering information, please contact Maxim/Dallas Direct! at 
1-888-629-4642, or visit Maxim’s website at www.maxim-ic.com.

PART TEMP RANGE PIN-PACKAGE

MAX1470EUI -40°C to +85°C 28 TSSOP

Functional Diagram
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Typical Application Circuit appears at end of data sheet.
Pin Configuration appears at end of data sheet.

*See Note 2, AC Electrical Characteristics.



General Description
The MAX1470 is a fully integrated low-power CMOS
superheterodyne receiver for use with amplitude-shift-
keyed (ASK) data in the 315MHz band. With few
required external components, and a low-current
power-down mode, it is ideal for cost- and power-sensi-
tive applications in the automotive and consumer mar-
kets. The chip consists of a 315MHz low-noise amplifier
(LNA), an image rejection mixer, a fully integrated
315MHz phase-lock-loop (PLL), a 10.7MHz IF limiting
amplifier stage with received-signal-strength indicator
(RSSI) and an ASK demodulator, and analog baseband
data-recovery circuitry.
The MAX1470 is available in a 28-pin TSSOP package.

Applications
Remote Keyless Entry
Garage Door Openers
Remote Controls
Wireless Sensors
Wireless Computer Peripherals
Security Systems
Toys
Video Game Controllers
Medical Systems

Features
♦ Operates from a Single +3.0V to +3.6V Supply

♦ Built-In 53dB RF Image Rejection

♦ -115dBm Receive Sensitivity*

♦ 250µs Startup Time

♦ Low 5.5mA Operating Supply Current

♦ 1.25µA Low-Current Power-Down Mode for
Efficient Power Cycling

♦ 250MHz to 500MHz Operating Band (Image
Rejection Optimized at 315MHz)

♦ Integrated PLL with On-Board Voltage-Controlled
Oscillator (VCO) and Loop Filter

♦ Selectable IF Bandwidth Through External Filter

♦ Complete Receive System from RF to Digital Data
Out
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Ordering Information

19-2135; Rev 1; 8/02

For pricing, delivery, and ordering information, please contact Maxim/Dallas Direct! at 
1-888-629-4642, or visit Maxim’s website at www.maxim-ic.com.

PART TEMP RANGE PIN-PACKAGE

MAX1470EUI -40°C to +85°C 28 TSSOP

Functional Diagram
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Pin Configuration appears at end of data sheet.

*See Note 2, AC Electrical Characteristics.
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Typical Application Circuit
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where: 

LPARASITICS and CPARASITICS include inductance and
capacitance of the PC board traces, package pins,
mixer input impedance, LNA output impedance, etc.
These parasitics at high frequencies cannot be ignored
and can have a dramatic effect on the tank filter center
frequency. Lab experimentation should be done to opti-
mize the center frequency of the tank.

Mixer
A unique feature of the MAX1470 is the integrated
image rejection of the mixer. This device was designed
to eliminate the need for a costly front-end SAW filter for
many applications. The advantage of not using a SAW
filter is increased sensitivity, simplified antenna match-
ing, less board space, and lower cost.
The mixer cell is a pair of double-balanced mixers that
perform an IQ downconversion of the 315MHz RF input
to the 10.7MHz IF with low-side injection (i.e., fLO = fRF
- fIF). The image rejection circuit then combines these
signals to achieve ~50dB of image rejection over the
full temperature range. Low-side injection is required
due to the on-chip image-rejection architecture. The IF
output is driven by a source-follower, biased to create a
driving impedance of 330Ω to interface with an off-chip
330Ω ceramic IF filter. The voltage conversion gain dri-
ving a 330Ω load is approximately 13dB.

Phase-Lock Loop 
The PLL block contains a phase detector, charge
pump/integrated loop filter, VCO, asynchronous 64x
clock divider, and crystal oscillator. This PLL does not
require any external components. The quadrature VCO
is centered at the nominal LO frequency of 304.3MHz.
For an input RF frequency of 315MHz, a reference fre-
quency of 4.7547MHz is needed for a 10.7MHz IF fre-
quency (low-side injection is required). The relationship
between the RF, IF, and reference frequencies is given
by:

fREF = (fRF - fIF) / 64

To allow the smallest possible IF bandwidth (for best
sensitivity), the tolerance of the reference must be mini-
mized.

Intermediate Frequency 
The IF section presents a differential 330Ω load to pro-
vide matching for the off-chip ceramic filter. The inter-
nal five AC-coupled limiting amplifiers produce an
overall gain of approximately 65dB, with a bandpass-fil-
ter-type response centered near the 10.7MHz IF fre-
quency with a 3dB bandwidth of approximately
11.5MHz. The RSSI circuit demodulates the IF to base-
band by producing a DC output proportional to the log
of the IF signal level with a slope of approximately
15mV/dB (see Typical Operating Characteristics).

Applications Information
Crystal Oscillator

The XTAL oscillator in the MAX1470 is designed to pre-
sent a capacitance of approximately 3pF between
XTAL1 and XTAL2. If a crystal designed to oscillate
with a different load capacitance is used, the crystal is
pulled away from its stated operating frequency, intro-
ducing an error in the reference frequency. Crystals
designed to operate with higher differential load capac-
itance always pull the reference frequency higher. For
example, a 4.7547MHz crystal designed to operate
with a 10pF load capacitance oscillates at 4.7563MHz
with the MAX1470, causing the receiver to be tuned to
315.1MHz rather than 315.0MHz, an error of about
100kHz, or 320ppm.
In actuality, the oscillator pulls every crystal. The crys-
tal’s natural frequency is really below its specified fre-
quency, but when loaded with the specified load
capacitance, the crystal is pulled and oscillates at its
specified frequency. This pulling is already accounted
for in the specification of the load capacitance.
Additional pulling can be calculated if the electrical
parameters of the crystal are known. The frequency
pulling is given by:

where:
fp is the amount the crystal frequency is pulled in ppm.
Cm is the motional capacitance of the crystal.
Ccase is the case capacitance.
Cspec is the specified load capacitance.
Cload is the actual load capacitance. 

ƒ =
+

−
+

⎛

⎝
⎜

⎞

⎠
⎟ ×p

m

case load case spec

C
C C C C2

1 1
106

L L L
C C C

TOTAL PARASITICS

TOTAL PARASITICS

= +
= +

 
 

1
9

ƒ =
×

1

2π L CTOTAL TOTAL

M
A

X
1

4
7

0

315MHz Low-Power, +3V Superheterodyne
Receiver

_______________________________________________________________________________________ 7

M
A

X
1

4
7

0

315MHz Low-Power, +3V Superheterodyne
Receiver

4 _______________________________________________________________________________________

Typical Operating Characteristics
(VDD = +3.3V, TA = +25 °C, unless otherwise noted. Typical Application Circuit.)

4.7

5.1

4.9

5.5

5.3

5.9

5.7

6.1

2.7 3.12.9 3.3 3.5

SUPPLY CURRENT vs.
SUPPLY VOLTAGE

M
AX

14
70

 to
c0

1

SUPPLY VOLTAGE (V)

SU
PP

LY
 C

UR
RE

NT
 (m

A) TA = +85°C

TA = +25°C

TA = -40°C

10

0.1
-120 -116 -114

1

AVERAGE RF INPUT POWER (dBm)

BI
T-

ER
RO

R 
RA

TE
 (%

)
-118

BIT-ERROR RATE vs. AVERAGE
RF INPUT POWER

M
AX

14
70

 to
c0

2

1.0

1.4

1.2

1.8

1.6

2.0

2.2

-140 -80 -60-120 -100 -40 -20

RSSI vs. AVERAGE RF INPUT POWER

M
AX

14
70

to
c0

3

AVERAGE RF INPUT POWER (dBm)

RS
SI

 (V
)

IF BANDWIDTH = 350kHz

-116.0

-116.5

-117.0

-117.5

-118.0
-40 20-20 0 40 60 80

RECEIVER SENSITIVITY
vs. TEMPERATURE

M
AX

14
70

 to
c0

4

TEMPERATURE (°C)

RE
CE

IV
ER

 S
EN

SI
TI

VI
TY

 (d
Bm

)

AVERAGE RF INPUT POWER
1% BER
IF BANDWIDTH = 350kHz

45

50

55

60
IMAGE REJECTION vs. TEMPERATURE

M
AX

14
70

 to
c0

5

TEMPERATURE (°C)

IM
AG

E 
RE

JE
CT

IO
N 

(d
B)

-40 20 40-20 0 60 80
-10

10

0

30

20

50

40

60
SYSTEM GAIN vs. IF FREQUENCY

M
AX

14
70

 to
c0

6

IF FREQUENCY (MHz)

SY
ST

EM
 G

AI
N 

(d
B)

0 10 20 30 40

FROM RFIN TO MIXOUT
fLO = 304.3MHz

UPPER SIDEBAND

LOWER SIDEBAND

53dB IMAGE
REJECTION

30

25

20

15

10
250 325275 300 350 375

LNA GAIN vs. RF FREQUENCY

M
AX

14
70

 to
c0

7

RF FREQUENCY (MHz)

LN
A 

GA
IN

 (d
B)

LC TANK
FILTER TUNED
TO 315MHz

4.2

5.2

4.7

6.2

5.7

6.7

7.2

150 300 350200 250 400 450 500

SUPPLY CURRENT 
vs. LO FREQUENCY

M
AX

14
70

 to
c0

8

LO FREQUENCY (MHz)

SU
PP

LY
 C

UR
RE

NT
 (m

A)

0

20

10

40

30

60

50

70

1 10 100

INPUT IMPEDANCE vs.
INDUCTIVE DEGENERATION

MAX1470 toc09

INDUCTIVE DEGENERATION (nH)

RE
AL

 IM
PE

DA
NC

E 
(Ω

)

-350

-250

-300

-150

-200

-50

-100

0

IM
AG

IN
AR

Y 
IM

PE
DA

NC
E 

(Ω
)

REAL IMPEDANCE

IMAGINARY IMPEDANCE



General Description
The MAX2140 comp lete rece iver is designed for sate llite
d i g i t a l  a u d io ra d io s e rv i c e s (S D A RS) .  Th e  d e v i c e
inc ludes a fully monolithic VC O and only needs a SAW at
the IF and a crysta l to generate the reference frequency.
T o  f orm a  c o m p l e t e  S D A R S r a d i o ,  t h e  M A X 2 1 4 0
requires only a low-noise amp lifier (LNA), which can be
controlled by a baseband controller. The sma ll number
of externa l components needed makes the MAX2140-
based p la tform the lowest cost and the sma llest solu-
tion for SDARS.
The re c e iver inc lud es a se lf-conta ine d RF A G C loop
and baseband-controlled IF A G C loop , e ffec tive ly pro-
vid ing a tota l dynamic range of over 92dB .
Channe l se lec tivity is ensured by the SAW filter and by
on-chip monolithic lowpass filters.
The fra c t iona l-N PLL a l lows a  very sma l l fre quency
ste p , mak ing poss ib le the imp lementa tion of an A F C
loop .  A d d i t iona l ly ,  the  re f erenc e  is prov i d e d by an
externa l XTAL and on-chip osc illa tor. A re ference buffer
output is a lso provided .
A 2-wire interface (I2C™ bus compa tib le) programs the
c ircuit for a wide varie ty of cond itions, provid ing fea-
tures such as:

•Programmab le ga ins
•Lowpass filters tuning
•Ind ividua l func tiona l b lock shutdown

The MAX2140 minimizes the requirement on the base-
band controller. No compensa tion or ca libra tion proce-
dures are required . The device is ava ilab le in a 7mm ✕

7mm 44-p in thin Q FN package .

Applications
Sa te llite D ig ita l Aud io Rad io Services (SDARS)

2.4G Hz ISM Rad ios

Features
♦ Integrated Receiver, Requires Only One SAW

Filter

♦ Self-Contained RF AGC Loop

♦ Differential I/Q Interface

♦ Complete Integrated Frequency Generation

♦ Bias Supply for External LNAs

♦ Overcurrent Protection

♦ Low-Power Standby Mode

♦ Very Small 44-Pin Thin QFN Package
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Ordering Information

19-3123; Rev 1a; 9/04

For pricing, delivery, and ordering information, please contact Maxim/Dallas Direct! at 
1-888-629-4642, or visit Maxim’s website at www.maxim-ic.com.
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a license under the Philips I2C Patent Rights to use these com-
ponents in an I2C system, provided that the system conforms to
the I2C Standard Spec ification as defined by Philips.



General Description
The MAX2140 complete receiver is designed for satellite
digital audio radio services (SDARS). The device
includes a fully monolithic VCO and only needs a SAW at
the IF and a crystal to generate the reference frequency.
To form a complete SDARS radio, the MAX2140
requires only a low-noise amplifier (LNA), which can be
controlled by a baseband controller. The small number
of external components needed makes the MAX2140-
based platform the lowest cost and the smallest solu-
tion for SDARS.
The receiver includes a self-contained RF AGC loop
and baseband-controlled IF AGC loop, effectively pro-
viding a total dynamic range of over 92dB.
Channel selectivity is ensured by the SAW filter and by
on-chip monolithic lowpass filters.
The fractional-N PLL allows a very small frequency
step, making possible the implementation of an AFC
loop. Additionally, the reference is provided by an
external XTAL and on-chip oscillator. A reference buffer
output is also provided.
A 2-wire interface (I2C-bus compatible) programs the
circuit for a wide variety of conditions, providing fea-
tures such as:

•Programmable gains
•Lowpass filters tuning
•Individual functional block shutdown

The MAX2140 minimizes the requirement on the base-
band controller. No compensation or calibration proce-
dures are required. The device is available in a 7mm ✕

7mm 44-pin thin QFN package.

Applications
Satellite Digital Audio Radio Services (SDARS)

2.4GHz ISM Radios

Features
♦ Integrated Receiver, Requires Only One SAW

Filter

♦ Self-Contained RF AGC Loop

♦ Differential I/Q Interface

♦ Complete Integrated Frequency Generation

♦ Bias Supply for External LNAs

♦ Overcurrent Protection

♦ Low-Power Standby Mode

♦ Very Small 44-Pin Thin QFN Package
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Ordering Information

19-3123; Rev 3; 10/05

For pricing, delivery, and ordering information, please contact Maxim/Dallas Direct! at 
1-888-629-4642, or visit Maxim’s website at www.maxim-ic.com.

EVALUATION KIT

AVAILABLE

PART TEMP RANGE PIN-PACKAGE
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*EP = Exposed paddle.
+Denotes lead-free package.



General Description
The MAX2140 comp lete rece iver is designed for sate llite
d i g i t a l  a u d io ra d io s e rv i c e s (S D A RS) .  Th e  d e v i c e
inc ludes a fully monolithic VC O and only needs a SAW at
the IF and a crysta l to generate the reference frequency.
T o  f orm a  c o m p l e t e  S D A R S r a d i o ,  t h e  M A X 2 1 4 0
requires only a low-noise amp lifier (LNA), which can be
controlled by a baseband controller. The sma ll number
of externa l components needed makes the MAX2140-
based p la tform the lowest cost and the sma llest solu-
tion for SDARS.
The re c e iver inc lud es a se lf-conta ine d RF A G C loop
and baseband-controlled IF A G C loop , e ffec tive ly pro-
vid ing a tota l dynamic range of over 92dB .
Channe l se lec tivity is ensured by the SAW filter and by
on-chip monolithic lowpass filters.
The fra c t iona l-N PLL a l lows a  very sma l l fre quency
ste p , mak ing poss ib le the imp lementa tion of an A F C
loop .  A d d i t iona l ly ,  the  re f erenc e  is prov i d e d by an
externa l XTAL and on-chip osc illa tor. A re ference buffer
output is a lso provided .
A 2-wire interface (I2C™ bus compa tib le) programs the
c ircuit for a wide varie ty of cond itions, provid ing fea-
tures such as:

•Programmab le ga ins
•Lowpass filters tuning
•Ind ividua l func tiona l b lock shutdown

The MAX2140 minimizes the requirement on the base-
band controller. No compensa tion or ca libra tion proce-
dures are required . The device is ava ilab le in a 7mm ✕

7mm 44-p in thin Q FN package .

Applications
Sa te llite D ig ita l Aud io Rad io Services (SDARS)

2.4G Hz ISM Rad ios

Features
♦ Integrated Receiver, Requires Only One SAW

Filter

♦ Self-Contained RF AGC Loop

♦ Differential I/Q Interface

♦ Complete Integrated Frequency Generation

♦ Bias Supply for External LNAs

♦ Overcurrent Protection

♦ Low-Power Standby Mode

♦ Very Small 44-Pin Thin QFN Package
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ponents in an I2C system, provided that the system conforms to
the I2C Standard Spec ification as defined by Philips.
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Detailed Description
Front End

The front end of the MAX2140, which downconverts the
RF signa l to IF , is de fined from the d ifferentia l RF inputs
(p ins RFIN + and RFIN-) to the output (p ins IF O UT+ and
IF O UT-) to the SAW filter.
The front end inc ludes a se lf-conta ined ana log RF A G C
loop . The eng a g ement thresho ld of the loop c an b e
programmed from -35dBm to -15dBm re ferred to the
RF input in 1dB steps using the RF4–RF0 programming
b its. The time constant of the loop is se t externa lly by
the capac itor connec ted to RFA G C_C .
The image re jec t first mixer ensures a good image and
ha lf IF re jec tion.
The front-end g a in c an b e re duc e d by programm ing
b its PM3–PM0 over a 22dB range , with a step of 2dB .
This a llows the se lec tions of SAW filters with d ifferent
insertion loss.
The IF output is nominally 900Ω differentially and requires
pullup inductors to VC C , which can be used as part of the
matching network to the SAW filter impedance .

Back End
The b a ck end , wh ich downconverts the IF  s igna l to
qua dra ture b ase b and , is d e fine d from the SAW filter
inputs (p ins IFIN + and IFIN-) to the baseband outputs
(p ins IO UT+ , IO UT-, Q O UT+ , Q O UT-).
The back end conta ins an IF A G C loop , which is c losed
by the baseband controller. The IF A G C control voltage
i s  a p p l i e d  a t  t h e  A G C PWM p i n .  Th e  g a i n c a n b e
reduced over 53dB (typ) and exhib its a log-linear char-
ac teristic .
The back end a lso conta ins ind ividua l lowpass filters on
each channe l. The lowpass-filter bandwid th is the use-
ful SDARS downconverted bandwid th (6.25MHz). The
lowpass-filter performance is fac tory trimmed . The b it
IOT switches be tween the fac tory-trimmed se t and the
c on tro l  throu g h th e  I2 C -c om p a t i b l e  b us us in g  b i ts
B4–B1. Even when using the fac tory-trimmed se t, the
user c an still slightly mod ify the cutoff frequency (by
±250kHz) by varying b its LP1/LP0.
H ighpass filters are a lso inserted in the back-end signa l
paths. The ir purpose is to remove the D C offset. They
are designed for a low corner frequency so as not to
degrade the SDARS content. The ir exact cutoff frequen-
cy is set by the externa l capac itors connected between 

IF2 access p ins, g iven by the following equation:
fcutoff = 1/(2 x π x R x C) [Hz]

w h e r e  R  =  8 0 0 0Ω ,  C  =  e x t e rn a l  c a p a c i t or t o  b e  
connec ted .
F ina lly, the HPF b it a llows an increase to the back-end
ga in by 4dB a t the slight expense of a degraded in-
band linearity.

Frequency Generation
A n on-c h i p  V C O  a n d  a  l ow-s t e p  fr a c t i on a l-N  PLL
ensure the ne c essary fre quency g enera tion . The 1st
mixer’s LO is a t the VC O frequency itse lf, while the 2nd
mixer’s LO is the VC O frequency d ivided by 4 or by 8
(b it D48). Hence , the two possib le IF frequenc ies for
SDARS are 467MHz and 259MHz . Typ ica l app lica tions
are based on 259MHz IF frequency.
The re ference d ivider pa th in the PLL can e ither use an
externa l crysta l and the on-chip crysta l osc illa tor or an
externa l TCXO tha t c an overdrive the on-chip crysta l
osc illa tor. A re ference d ivision ra tio of 1 or 2 is se t by
the REF b it. The crysta l osc illa tor (or TCXO) signa l is
ava ila b le a t p in RE F O UT . The output is e ither a t the
same frequency as the re ference signa l, or d ivided by
two, based on the se tting of b it RFD .
The VC O ma in d ivision ra tio is se t by b its N6–N0 (for
the inte g er p art) and b its F19–F00 (for the fra c tiona l
part). The minimum step is be low 30Hz , sma ll enough
for e ffec tive AF C to be imp lemented by the baseband .
The charge-pump (p in CPO UT) is to be connec ted to
the VC O tuning input (p in VTUNE) through an appropri-
a te loop filter.

Overcurrent Protection
This D C func tion a llows externa l c ircuitry consuming up
to 150mA and connec ted to the p in VO UTANT to sink
current from a VC C line (p in VINANT) through overcur-
rent-protec tion c ircuitry.
When no overcurrent is present, a low dropout voltage
exists be tween p ins VINANT and VO UTANT . In over-
c urr e n t  c o n d i t i o n s  ( i n c l u d i n g  s h or t - c ir c u i t  f ro m
VO UTANT to G ND), the current is limited to approxi-
ma te ly 300mA and b it A C P in the RE A D byte sta tus
goes high.
This c ircuit a lso senses if the current drawn a t the p in
VO UTANT is typ ica lly larger than 20mA , in which case
the b it AND from the READ byte sta tus goes high (the
purpose is to inform the baseband controller if there is
any device drawing current from VO UTANT).
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AC ELECTRICAL CHARACTERISTICS
(MAX2140 EV kit, current drawn a t VO UTANT, IVO UTANT = 150mA max, VC C = 3.1V to 3.6V, VINANT = 3.1V to 5.3V, fRF = 2320MHz
to 2345MHz , fLO = 2076MHz , TA = -40°C to +85°C . Typ ica l va lues are a t VC C = VINANT = 3.3V, fRF = 2338MHz , TA = +25°C , unless
otherwise noted .) (Note 2)

Interstage (IF) 259MHz SAW filter spec ifica tion: insertion loss = 19dB max, 9.3MHz to 12MHz from center a ttenua tion = 24dB min,
beyond 12MHz from center a ttenua tion = 40dB min.

PARAMETER SYMBOL CONDITIONS MIN TYP MAX UNITS

GENERAL RECEIVER

Minimum Input RF Power to
Produce 20mVP-P (D ifferentia l) a t
I and Q Baseband Outputs

PMIN
IF A G C is se t a t maximum ga in,
b it HPF = 0 (Note 4)

-91 -84 dBm

Maximum Input RF Power to
Produce 400mVP-P (D ifferentia l)
a t I and Q Baseband Outputs

PMAX

RF A G C threshold: RF_A G C_TRIP =
-17dBm; IF A G C is se t a t minimum ga in, b it
HPF = 0

+3 dBm

PLK_H LO-re la ted spurious > 2G Hz -66
LO to RF Input Leakage

PLK_L LO-re la ted spurious < 2G Hz -38
dBm

Noise F igure (Notes 3, 5) NF
RF A G C is a t maximum ga in,
IF A G C is a t re ference ga in

8.5 10.4 dB

In-Band Input IP3 (Notes 5, 6) I_IIP3
RF A G C is a t maximum ga in,
IF A G C is a t re ference ga in

-32 dBm

Out-of-Band Input IP3
(Notes 5, 7)

O_IIP3
RF A G C is a t maximum ga in,
IF A G C is a t re ference ga in

-9 dBm

In-Band Input IP2 (Notes 5, 6) I_IIP2
RF A G C is a t maximum ga in,
IF A G C is a t re ference ga in

+1 dBm

Out-of-Band Input IP2
(Notes 5, 7)

O_IIP2
RF A G C is a t maximum ga in,
IF A G C is a t re ference ga in

+38 dBm

O pposite Sideband Re jec tion OSR Baseband frequenc ies = 100kHz (Note 4) 32 39 dB

Image Re jec tion IRe j A t fLO - fIF 54 dB

Ha lf IF Re jec tion HRe j A t fLO + 0.5 x fIF 53 dB

RF AGC LOOP

LNA G a in Reduc tion
RFA G C_
Range

(Note 4) 30 42 dB

Minimum RF A G C Trip Point RFA G C_mi B its RF4/3/2/1/0 = 00000 (BIN) -35 dBm

RF A G C Trip Point RFA G C_int B its RF4/3/2/1/0 = 00010 (BIN) (Note 4) -37 -33 -29 dBm

Maximum RF A G C Trip Point RFA G C_m B its RF4/3/2/1/0 = 10100 (BIN) -15 dBm

FRONT-END (FE) PROGRAMMABLE GAIN

FE Programmab le G a in Range FE_Rge (Note 4) 19 22 26 dB

FE Programmab le G a in Step FE_Step 2 dB

IF FILTER INTERFACE

IF Output D ifferentia l Admittance Yout, IF
Be tween p ins IF O UT+ , IF O UT-,
fIF = 259MHz and 467MHz

1/900
+ j0

S

Input D ifferentia l Impedance
Presented by the IC to the IF
F ilter Output

Z in, IF
Be tween p ins IF O UT+ , IF O UT-,
fIF = 259MHz and 467MHz

150
+ j0

Ω



Chapter 4

RLC Networks, Resonance, and Q

4.1 Series RLC Network
Consider the series RLC circuit in a filter configuration where the output voltage is taken
across the resistor, as shown in Figure 4.1. The voltage transfer function is

L

R

C

Vin Vout

+

-

Figure 4.1: Series RLC circuit as a filter.

H(s) =
Vout(s)
Vin(s)

=
R

R + sL + 1
sC

(4.1)

We will consider sinusoidal excitation under steady-state conditions, in which case we are
interested in the frequency response, H(j�):

H(j�) =
R

R + j�L
�
1� 1

�2LC

⇥ (4.2)

When � = 1/
⇥

LC, the phase shift of the transfer function is zero; this is called the “resonant
frequency,” �o, of the network and is the frequency at which the inductive and capacitive
reactances are exactly equal in magnitude and, consequently, cancel each other:

�o =
1⇥
LC

(4.3)

The transfer function depends on R, L, and C, but only two parameters are necessary to
specify the characteristics of the function. Define another quantity Qs where:

Qs =
�oL

R
=

1
R

⇤
L

C
(4.4)
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The frequency response function can be rewritten in terms of only �o and Qs:

H(j�) =
1

1 + jQs

�
�
�o
� �o

�

⇥ (4.5)

The parameter Qs is referred to as the series resonant circuit “Q.” In a subsequent section
it will be shown that the inverse of this quantity tells us what fraction of the total energy
stored in the RLC circuit is dissipated in one complete cycle of the resonant frequency.

The magnitude and phase of the voltage transfer function (Equation 4.5) are plotted as
a function of �/�o in Figure 4.2(a) and (b) for Q=2 and Q=10. The same data is plotted
with a logarithmic frequency axis in Figure 4.3(a) and (b).
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Figure 4.2: (a) Magnitude and (b) phase of the voltage frequency response for Q=2 (solid
line) and Q=10 (dotted line).
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4.2. PARALLEL RLC 117

L RpCIin Vout

+

-

Figure 4.6: Parallel RLC as a filter

4.2 Parallel RLC
A parallel RLC circuit being driven by an ideal current source is shown in Figure 4.6. In
this application the input current and output voltage are related by an impedance function,
i.e.,

Vout(s)
Iin(s)

= Z(s) (impedance) (4.8)

Z(s) =
⇤

1
Rp

+
1
sL

+ sC

⌅�1

For sinusoidal steady-state excitation

Z(j�) =
Rp

1 + jQp

�
�
�o
� �o

�

⇥ (4.9)

where

�o =
1⇤
LC

(4.10)

Qp =
Rp

�0L
(4.11)

=
⇧

C

L
Rp

This transfer function has exactly the same form as that of the series RLC circuit except
for the scaling factor, Rp. Note, however, that the “Q” is defined di�erently for the parallel
RLC. As before, the 3dB bandwidth is

�� =
�o

Qp
(4.12)

4.2.1 Unloaded vs Loaded Q of RLC circuits
If the source has a non-negligible impedance as shown in Figure 4.7 then

Vout

Iin
=

Rp⇥RS

1 + jQ�
p(

�
�o
� �o

� )
(4.13)
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Figure 4.3: (a) Magnitude and (b) phase of the voltage transfer function for Q=2 (solid)
and Q=10 (dotted) vs. ω/ωo with a logarithmic frequency axis.

1.0

0.707

1 0 2

Figure 4.4: 3dB bandwidth of filter



Quadrature FM Demodulator

vin(t) = A cos(ωot+ δωt)

C ′

CL R

LPF vout ∼ 2Qp
δω
ωo

v′(t)

ωo =
1√
LC

Qp = ωoRC

• The demodulator operates with the RLC circuit tuned to resonance at the
carrier frequency of vin, !o.

• The voltage divider consisting of C 0 and the resonant RLC circuit converts
small frequency deviations in vin to phase shifts of v0 relative to vin.

• For small frequency deviations, �!, v0 is phase shifted by ⇡/2� 2Qp
�!
!o

.

• The multiplier and LPF act as a phase comparator, producing output
proportional to 2Qp

�!
!o

for small frequency deviations, �!.



Quadrature FM Demodulator

Vin

C ′

CL R

LPF Vout

V ′

V 0 =
Zp

Zp +
1

j!C0

Vin; Zp = j!L|| 1

j!C
||R

Let ✓0, ✓p, and ✓in represent the phase angles of V 0, Zp, and Vin,
respectively. Then:

✓0 = ⇡
2 + ✓p + ✓in

Phase di↵erence between Vin and V 0 is ⇡
2 + ✓p where ✓p is the

phase angle of Zp.

If C 0 is small, such that 1
!C0 � |Zp|, then V 0 ' j!C 0ZpVin.

Using upper-case symbols Vin, V 0 for phasors:



Impedance of a parallel RLC circuit is:

Zp(!) =
R

1+jQp( !
!o

�!o
! ) = |Zp(!)|ej✓p(!)

✓p(!) = �tan�1Qp(
!
!o

� !o
! )

Let ! = !o + �!. If �! ⌧ !o, then

✓p(!) ' �2Qp
�!
!o

For small frequency deviations away from resonance the
phase of Zp is proportional to the frequency deviation, �!.



cos(ωot+ δωt) LPF vout

ωC ′|Zp(ω)| cos(ωot+ δωt+ π/2 − 2Qp
δω
ωo

)

The multiplier is usually configured such that the lower
input is ”saturated”, in which case the output does not
depend on the magnitude of the lower input.

The lowpass filter rejects the double-frequency term in
the mixer output, leaving the cosine of the phase di↵erence.
The output is:

vout ⇠ cos(⇡2 � 2Qp
�!
!o

) = sin(2Qp
�!
!o

)

If 2Qp
�!
!o

⌧ 1, then vout ⇠ 2Qp
�!
!o

.
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Figure 4.22: Detector output as a function of frequency deviation. This curve is referred to
as the demodulator’s “S-curve”. Notice that the region where the output is approximately
proportional to the frequency deviation is limited |2Qp�f/fo| ⌧ 1. The dotted line shows
an ideal linear response with the same slope as the actual response at x = 0.
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Figure 4.23: Output voltage verses normalized frequency deviation for a quadrature demod-
ulator employing a saturated input for v0. The dotted line shows an ideal linear response
with the same slope as the actual response at x = 0.

Summary:

• For small frequency deviations (�!) away from !o, vout ⇠ 2Qp
�!
!o

.

• For large frequency deviations, the output is a nonlinear function of
deviation. See section 4.5 of the course notes for details.
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TYPICAL 'Q' CURVES
Various windings, same core

The above chart shows typical Q curves resulting from a number of various windings on the

same toroidal core.

The next several pages contain a number of Q curves which were measured and plotted from

actual windings.

Inductance charts are given later on in this website which will help you choose a core for a

specific inductance. Since the the charts are in increments of ten turns, a more precise

turns-count can be calculated with the turns vs. inductance equation once the core has been

selected.

 

IRON POWDER TOROIDAL CORES              Q-CURVES

Optimum Frequencies for Amidon Toroidal Inductor Cores
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mono crystalline quartz - the piezoelectric effect

crystallographic axis may be a single orientation as
in the AT Cut or a doubly rotated orientation as in the
SC Cut.

Manufacturers use a number of techniques to measure
the resonant oscillation frequency of a quartz element
and different techniques are used for high and low
frequency elements, it is therefore essential for critical
applications that the end user and manufacturer work
closely to correlate their measurement methods.

In order to analyse the characteristics of a
resonating quartz element, its mechanical resonance
is represented, near resonance, by an equivalent
electrical circuit with the components L1, C1, R1
and C0.

Quartz resonators provide a reference frequency
with an accuracy far in excess of most industrial
and commercial requirements, however, the ultimate
stability of any circuit using a quartz resonator
as a reference is determined by the environmental
conditions and the associated electrical components
employed by the end user.

Crystal ‘cut’

Figure 1 shows many of the ‘cut’ orientations, which
may be made from a single Z plate quartz crystal,
related to the X, Y and Z axis.

Fig .3   Cu t orientations from a sing le Z plate crystal

Y

DT cu t
-5 2 °

SL cu t
-5 7 °Y

5 °
-1 8 .5 °

+5 °X cu t

-1 8 .5 °X cu t

GT cu t

5 1 °
4 5 °

NT cu t

AT cu t
3 5 ° 1 5 '

CT cu t
3 8 °

BT cu t
-4 9 °

+2 °X cu t

6 0 °

8 .5 °

NT cu t

Z

X

Fig. 1 Cut orientations from a Z plate quartz crystal

The speci¿c accuracy of a quartz crystal resonator is
achieved by precise cutting of angles orientated to the
crystallographic axis. These axis are referred to the Z
axis which is the optical axis of the crystal. many cuts
have been developed including AT, IT, BT, FC and
SC and each has particular advantages in resonator
applications.

The most widely used ‘cut’ is the ‘AT cut’, with an
orientation of approximately 35°15’ to the Z axis, to
which elements are generally cut providing resonators
with frequencies between 800kHz and 300MHz and
the excellent frequency/temperature characteristics
shown in ¿gure 2.
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mono crystalline quartz - the piezoelectric effect

Fig. 2 ‘AT cut’ freq/temperature characteristics

The ‘AT cut’ produces a resonator which exhibits
very small changes in a crystal resonant frequency
for changes in the crystal temperature over a wide
temperature range. With two turnover points in the
frequency/temperature characteristic the ‘AT cut’
may be utilised for specialist applications requiring
very linear frequency/temperature characteristics
over a limited temperature range particularly in
the manufacture of TCXO oscillators or for tightly
controlled accuracy at the upper turnover point
at which the temperature of the crystal would be
maintained by means of an ovened environment above
normal ambient temperature. For lower frequencies
and special requirements a number of ‘cuts’may be
used depending upon the required characteristics

including frequency, temperature coef¿cient and size,
in particular the ‘BT cut’ is increasingly used for
high frequency fundamental designs and is suitable
where temperature stability is not demanding. The
characteristics of these other cuts generally produce
the frequency/temperature curves shown in ¿gure 3.

SC cut crystals are used almost exclusively in
precision OCXO designs. They are from a family of
double rotated cuts, related to the crystallographic
axis, and are relatively expensive to produce.

Compared with the AT cut they exhibit lower ageing,
lower sensitivity to shock and vibration and G
sensitivity and much better phase noise performance.
They can also be heated to the working oven
temperature much faster, with no degradation in
performance, due to their stress compensated doubly
rotated design.

The SC cut also produces a higher natural turnover
temperature coef¿cient compared with the AT cut and
modi¿ed SC cuts have increased this to above 100°C
making the SC cut ideal for high temperature OCXO
applications.

Disadvantages of the SC cut include relatively higher
cost, and lower pullability, the latter precluding their
use in VCXO oscillator designs.

Crystal applications for VCXO have been extended
with the inverted mesa process that utilises chemical
etching to produce an extremely thin resonating
centre section of an AT cut crystal blank supported
by a thicker peripheral edge, the thin centre section,
necessary for high frequency fundamental resonance,
being too fragile to survive unsupported. Inverted
mesa crystals increase fundamental resonance beyond
250MHz and thus provide a very wide pulling range
for VCXO designs.

0

+1 0

+2 0

-1 0

-2 0

-4 0 -2 0 0 +4 0 +6 0 +8 0 +1 0 0+2 0
Temperature °C

∆ 
f/f

 (p
pm

)

-5 '-4 '-3 '
-2 '

-1 '
0 '

+4 ' 0 '
-1 '

-2 '
-3 '

-5 ' -4 '

+9 '

+8 '

+7 '

+6 '

+5 '

+3 '
+2 '

+1 '

+9 '

+8 '

+7 '

+6 '

+5 '

+4 '

+3 '

+2 '

+1 '

+2
5 °

C
+2

5 °
C



    

Osc. Mode Osc. Mode

MQ  ( 7.0 * 5.0 * 1.2 mm )  Series                      Surface Mount Crystals Mercury
         Since 1973

Ϯ Features
 ϥ RoHS compliant and lead-free product
 ϥ 1.2 mm height. Ideal for space constraint applications such as PCMCIA
 ϥ Ceramic package with seam sealed kovar lid.
 ϥ The whole package is grounded via the topmetal lid and the two bottom pads .

General Specifications

 Item / Type MQ  series  ( 7.0 * 5.0 * 1.2 mm )

                          6.000 ~ 50.000 MHz  ,  AT-cut  , Fundamental Mode  ( see Table 1 )
 Frequency Range &  Crystal Cut

                          30.000 ~ 125.000 MHz  , AT-cut  , 3rd overtone   ( see Table 1 )

 Load Capacitance Series Resonance  or  Parallel  ( 8  to  32 pF typical  )   

 Drive Level 10ȝ W  ( 100ȝ W max. ) 

 Frequency Tolerance ± 5 ppm ,  ± 10 ppm , ± 20 ppm or ± 30 ppm at  25°C 

 Frequency Stability See  Table 2

 Aging ϦF / F : ±3 ppm / year ( max. )

 Storage Temperature Range - 50°C to 105°C

Table 1 Table 2 
Series Resistance ( max. ) Frequency stability Vs Operating temperature range

± 20Temp. (ºC) \ ppmFreq.(MHz) E.S.R. Freq.(MHz) E.S.R. ± 25 ± 30

X -10   to   60°C Ϥ Ϥ Ϥ

± 5 ± 10 ± 15

-20   to   70°C ϧ Ϥ Ϥ

Ϥ Ϥ

Ϥ

Ϥ

Ϥ Ϥ

Ϥ

Ϥ

Ϥ

Y

11.1~ 14.0 AT , Fund. 50 ȍ 50.1~125.0 

8.0 ~ 11.0 AT , Fund. 60 ȍ 40.1~ 50.0 

AT , 3rd

Outline Dimensions ( Unit : mm )

Mercury   www .mercury-crystal.com
ϮTaiwan : Tel (886)-2-2406-2779 / sales-tw@mercury-crystal.com  ϮU.S.A: Tel: (1)-909-466-0427 / sales-us@mercury-crystal.com   ϮChina: Tel: (86)-512-5763-8100 / sales-cn@mecxtal.com

6.0 ~ 8.0 AT , Fund. 80 ȍ

14.1~ 50.0 AT , Fund. 40 ȍ

AT , 3rd30.0~ 40.0 100 ȍ

AT , 3rd 80 ȍ

90 ȍ

Ϥ : available   ;   ϧ: contact  Mercury

Ϥ, -40   to   85°C



Chapter 5

Oscillators

5 .1 Introduction
This chapter will describe the methods used to analyze and desig n oscillators for applicatons
in transmitters and receivers. We will employ small-sig nal linear analysis techniques to
determine whether or not aparticular circuit will oscillate, and asimplified nonlinear will
be used to estimate the amplitude of the oscillations in acircuit based on aBJT. Numerical
simulations will be used to illustrate the characteristics of realistic oscillator circuits, and
the results will be compared to the analytical predictions.

For small sig nal analysis it is convenient to think of oscillators as unstable feedback
systems. An unstable system is one in which an initially small excitation or disturbance
produces an output that g rows in time due to constructive, or positive, feedback. A block
diag ram of asimple feedback system is shown in Fig ure 5 .1 .

AΣ

B

Vi Vo

Fig ure 5 .1 : A simple feedback system

The voltag e transfer function for this system is

Vo

Vi
=

A(jω)
1 − A(jω)B(jω)

(5 .1 )

where the quantity Alo(ω) = A(jω)B(jω) is called the open loop ga in of the system —
sometimes shortened to loop ga in. The subscript “o” is used to indicate that the loop g ain is
computed assuming sma ll-signa l operation of the active devices. Note carefully that the loop
g ain is the g ain obtained by opening the feedback loop and taking the output at the point
where the loop was opened. For example, if the loop is opened at the summing junction,
then the loop g ain is Vf/Vi as shown in Fig ure 5 .2 .

1 3 9

The voltage transfer function for this system is

Vo

Vi
=

A(s)
1�A(s)B(s)

where the quantity A(s)B(s) is called the open loop gain of the
system. Define

Alo = A(s)B(s)
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AΣ

B

Vi Vo

Vf

Figure 5 .2 : Loop gain at summingjunction

Suppose that the loop gain is equal to 1 at some frequency ωo, i.e., Alo(ωo) = 1 . Then
the voltage transfer function in Figure 5 .1 is singular (infinite), which can be interpreted
as finite output for zero input. In other words, the circuit is a potential source of radio
frequency energy at the frequency where the loop gain is 1 , even in the absence of any input
excitation Vi.

The condition for steady-state oscillation (Alo(ωo) = 1) is intuitively satisfying- when
the loop gain is 1 , a sinusoidal excitation presented to the input of the circuit traverses the
feedback loop and appears back at the input with the same amplitude and phase that it
started with. This re-circulation of the disturbance proceeds indefinitely, with the circuit
“oscillating” in a steady state. In practice the sma ll-signa l loop gain is set to a value
somewhat larger than 1 . This means that the disturbance is amplified after each pass
through the loop, and the output grows as the disturbance passes repeatedly through the
loop. In most radio frequency oscillators the loop gain is equal to 1 (or some real number
larger than 1 ) at one particular frequency. At other frequencies the amplitude may be less
than or greater than 1 , but the phase angle is non-zero. This means that only one frequency
component can travel around the loop with no phase shift. Only this frequency component
will be amplified and grow to become a steady-state oscillation.

We shall see later in this chapter that even when the loop gain is ≥ 1 at only one
frequency, it is possible to have a non-sinusoidal output. However, this is due to nonlinear
effects in the amplifyingdevices. As noted above, practical oscillator circuits are designed
so that the sma ll-signa l loop gain is larger than one at the desired frequency of oscillation,
ωo. This ensures that even thermal-noise-level signals will provide enough excitation to
cause oscillation to start and grow at ωo. Some mechanism must be built into the circuit
to limit the amplitude of the oscillation to a finite value. The loop gain must be decreased
as the oscillation amplitude grows so that the loop gain can eventually settle down to the
steady-state value of 1 .0 . In so-called self-limitingoscillators, the amplitude of the oscillation
eventually becomes large enough to begin to saturate the active device, effectively reducing
the gain of the device, and also reducingthe loop gain. Oscillation amplitude stabilizes
at the amplitude where the gain of the active device is reduced just enough to set the
loop gain to 1 .0 . Since self-limitingoscillators rely on drivingthe active device to levels
where nonlinearity is important, they often produce non-sinusoidal outputs with significant
harmonic content.

In some cases, it is desired to limit the amplitude of the oscillation at a level smaller than
that required to saturate the active device. One mechanism for doingthis was implemented
by Hewlett and Packard in their first commercial product, an audio oscillator. They used
a small light bulb as a resistor to set the voltage gain of the amplifier in the oscillator.
As oscillation amplitude grows, the light bulb filament heats up, and the resistance of the

Loop gain is calculated by opening the feedback loop and taking
the output at the point where the loop was opened, i.e.

Alo =
Vf

Vi
.

Roots of the equation

1�Alo(s) = 0

are the pole locations.



When poles of the transfer function are on the j! axis the system
supports steady-state oscillation (neither decaying or growing).

A pole is on the j! axis if the following equation is satisfied for
some real value of frequency, denoted by !o:

Alo(j!o) = 1.

If Alo(j!o) = 1 can be satisfied for some real !o, then the system
supports steady-state oscillation at frequency !o.

Alo is a complex quantity, so two conditions must be satisfied for
steady-state oscillation to occur. They are called the Barkhausen
Criteria for oscillation:

arg[Alo(!o)] = 2n⇡, for n an integer

|Alo(!o)| = 1



Practical oscillator circuits are designed so that poles are actually
in the RHP. The circuit is then unstable, and any small perturba-
tion will result in an oscillation that grows exponentially, i.e. like
e�t, � > 0.

Thermal noise, or the transient caused by turning on the supply
voltage provides the initial excitation that excites the growing os-
cillation.

When the oscillation amplitude is su⇤ciently large, nonlinear satu-
ration of the amplifier (often a single transistor) e�ectively reduces
the loop gain, moving the pole onto the j⇤ axis, and oscillation is
limited at a finite value.

Initial oscillation will start and grow if

arg[Alo(⇤o)] = 2n⇥, for n an integer

and
|Alo(⇤o)| > 1



Summary of procedure for loop gain design of oscillator circuits.

1. Identify feedback loop. Break the loop and terminate with
the impedance that the feedback output normally sees when the
loop is closed. Solve for loop gain function, Alo(s).

2. Solve arg[Alo(⇥)] = 2n� to determine the potential frequency
(or frequencies) of oscillation, ⇥o. This will yield an expression for
⇥o in terms of circuit parameters. Choose the parameters so that
⇥o is the desired value.

3. Set |Alo(⇥o)| = 1. This will yield an expression for the minimum
gain required for the amplifier. For example, when the amplifier
is a single transistor, this will yield an expression for gm,ss, which
is the transconductance required for steady-state oscillation. Bias
the transistor so that the actual transconductance is larger than
gm,ss to ensure |Alo(⇥o)| > 1.
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filament increases, reducing the g ain of the amplifier. The thermal time constant of the
filament was much long er than the period of the oscillation, so that the filament acts as a
linear resistor, with resistance proportional to the oscillation amplitude. This mechanism
allowed Hewlett and Packard to create an audio oscillator with anearly perfect sinewave
output. The oscillator exhibited an extremely low level of harmonic distortion in the output
because the amplitude of oscillation was limited at alevel well within the linear rang e of
the amplifier.

In any case, some initial disturbance is necessary to start the oscillations. As long as
the small-sig nal loop g ain is set equal to avalue g reater than 1 at the potential frequency
of oscillation, the thermal noise voltag e that is always present in electrical circuits, or the
turn-on transient which results when power is applied to the circuit, will suffice to excite
the oscillation.

5 .2 Oscillator Analysis using Loop Gain
We will now proceed to analyze one type of oscillator circuit using the loop g ain approach.
The analysis proceeds as follows. First the feedback loop must be identified and the loop
g ain computed. Then the condition for oscillation is applied to the loop g ain. Oscillation
occurs if there is some frequency where the loop g ain has mag nitude 1 and phase ang le equal
to zero. The combination of these two constraints is called the Barkhausen Criterion for
oscillation. The two conditions can be written as

arg[Alo(ωo)] = 0 (5 .2 )

|Alo(ω)|ω=ωo ≥ 1 (5 .3 )

In practice we are usually able to apply condition (5 .2 ) to solve for the potential frequency
of oscillation, ωo. Then applying condition (5 .3 ) will determine how much g ain is necessary
in order to make the loop g ain larg er than 1 at ωo.

Circuits with the topolog y shown in Fig ure 5 .3 aare commonly employed as oscillators.
The active device could be aBJT or an FET. This circuit can be analyzed as afeedback

(a)

Z3

Z1

Z2

(b)

Z3

Z1

Z2

Fig ure 5 .3 : (a) Topolog y of one class of oscillator circuits. (b) Same as (a), redrawn to show
the feedback path from output to input throug h Z3.

loop. The circuit is redrawn in Fig ure 5 .3 b to explicitly show that the feedback from output
to input is throug h the element Z3. The loop g ain is easily computed for circuits of the type
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ure A.2 )

rπ = [
∂Ib

∂Vbe
]−1

Vbe=Vbeq (A.4 )

=
VT β

ICQ

rπ ≃ .025β

ICQ

and the small-signal transconductance

gm = [
∂IC

∂Vbe
] Vbe=Vbeq (A.5 )

=
ICQ

VT

=
β

rπ

gm ≃ 40ICQ

where ICQ is the quiescent collector current.
A useful linear model for the behavior of small high frequency signals superimposed on

the DC bias point is the small-signal hybrid-pi model shown in Figure A.2 . Typically ro ∼

+

-
V Cπ

Cµ

gmV
rπ

rµ

Coro

B

E

Crx

Figure A.2 : Hybrid-pi small-signal model for BJT

(tens to hundreds of kΩ), rx ∼ (a few tens of Ω), and rµ >βro. Since ro and rµ are relatively
large resistances, and each is shunted by a capacitance, ro and rµ can usually be ignored at
high frequencies. On data sheets Cµ is often given as Cob, which is the output capacitance
in the common-base configuration. Typical values for Cµ range from a few tenths of a pF
to a few pF . Data sheets may not give Cπ explicitly, but will indicate the value of fT for a
particular bias current, where

fT =
1
2π

gm

Cπ + Cµ
, (A.6 )

and fT is the frequency where the short-circuit current gain has a magnitude of unity; it
is often called the maximum frequency of oscillation. The value of fT depends on gm and,
therefore, on how the transistor is biased.
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The -3 dB frequency for the short-circuit current gain is denoted by fβ and is given by

fβ =
1
2π

1
rπ(Cπ + Cµ)

(A.7 )

Note that the -3 dB frequency and the unity gain frequency are related as follows:

fT

fβ
= β (A.8 )

For f < fβ the short-circuit current gain has magnitude β, while for f > fβ the short-circuit
current gain is approximately fT /f .

A.2 Hybrid-pi equivalent circuit for field effect transistor
(FET)

Figure A.3 looks very similar tothe BJT model (Figure A.2 ). The gate-source resistance,
rgs, is generally large compared tothe impedance of Cgs. When this condition holds (i.e.
at sufficiently high frequencies) rgs can be omitted from the model.

+

-

vgs Cgs

Cdg

gmvgs

rgs Cdsrds

G

S

D

Figure A.3 : Hybrid-pi equivalent circuit for the FET

For ajunction FET (JFET), the transconductance is proportional tothe square root
of the drain current, ID. The proportionality constant depends on the saturation drain
current, IDSS , and the pinchoff voltage, VP , i.e.

gm =
2

|VP |
√

IDSSID. (A.9 )

The parameters IDSS and VP are usually available from device datasheets.

A.3 Large-signal transconductance of a BJT with sinu-
soidal Vbe

When aBJT is driven with asinusoidal signal such that the base-emitter voltage swing ap-
proaches or exceeds afew tens of mV, the collector current waveform becomes non-sinusoidal.
It is useful tostudy the effect of sinusoidal base-emitter voltage swing on the collector cur-
rent waveform. The following approximate relationship between base-emitter voltage Vbe

and collector current IC can be used as astarting point

IC = ISeVbe q/kT (A.1 0 )
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represented by Figure 5 .3 . For small-signal analysis we can model the transistor as shown
in Figure 5 .4 . Note that this is a simplified version of the hybrid-pi model for the transistor

+

-

vbe gmvbe

B

E

C

Figure 5 .4 : Simplified hybrid-pi model.

(see Appendix A). The passive elements of the model (e.g., rπ, Cπ, Cµ, etc.) can be lumped
into the external impedances Z1, Z2, Z3. To find the open loop gain of this circuit, we
break the loop shown in Figure 5 .3 b at a convenient point and terminate that point in
the impedance that it sees when the loop is closed. The termination is required so that
the open-loop circuit operates under the same conditions as when the loop is closed. This
procedure will give the value of the loop gain that is appropriate for closed loop conditions.
For example, suppose that the loop is broken to the right of Z3 in Figure 5 .3 b. Since the
output of Z3 normally looks into Z1 when the loop is closed, we terminate the loop with Z1

as shown in Figure 5 .5 . Then the loop gain is computed by exciting the circuit at the input

Z3

Z1Z2gmVINVIN Z1 VOUT

+

-

+

-

Figure 5 .5 : Feedback loop terminated with Z1

to the opened loop and computing the output across Z1:

Alo =
VOUT

VIN
=

−gmZ1Z2

Z1 + Z2 + Z3
(5 .4 )

Some useful insights can be gained if we assume for the moment that Z1 and Z2 are purely
reactive, i.e., Z1 = jX1, Z2 = jX2. We allow Z3 to have a non-zero (positive) real part.
Then

Alo =
gm X1 X2

Z3 + j(X1 + X2)
(5 .5 )

For oscillation to occur, the phase angle of Alo must be zero at some frequency. Now there
are four possibilities for the signs of X1 and X2. Define Zs = Z3 + j(X1 + X2) = |Zs|ejθZs .
Then for each possible choice of sign on X1 and X2, there is a requirement on the phase
angle of Zs(θZs) in order for the overall phase angle of Alo to be zero. These constraints are
summarized in Table 5 .1 .

Refer to Table 5 .1 and note that cases 3 and 4 are impossible, since θZs = π implies that
Zs = Z3 + j(X1 + X2) has a negative real part. If Z3 is a passive element, this is not
possible. The remaining two possibilities yield two circuit configurations for oscillators of

Alo = VOUT
VIN

= �gmZ2||(Z1 + Z3) Z1
Z1+Z3

= �gmZ1Z2
Z1+Z2+Z3
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Enforcing ZA + ZB = 0 yields

Z1 +
Z2 + Z3

1 + gmZ2
= 0.

Multiplying both sides of this equation by
1+gmZ2

Z1+Z2+z3
yields the result

�gmZ1Z2

Z1 + Z2 + Z3
= 1,

which is the same as setting the loop gain, given in equation 5.4, to 1. Thus, the negative

resistance analysis yields the same result as the loop gain analysis.

5.4 Example - Common-collector Colpitts Oscillator

5.4.1 Analysis

To illustrate some of the properties of oscillators, we will consider a realistic circuit in detail.

Practical circuits for Colpitts-type oscillators implemented with the common-collector and

common-base topologies are shown in Figure 5.9. The common-emitter variant is not shown.

We will analyze the common-collector configuration shown in Figure 5.9a. The small-signal

(a)

C1

C2

L

R1

R2
Re

Vcc

(b)

C1

C2

L
R1

R2
Re

Vcc

Figure 5.9: (a) Common-collector Colpitts oscillator circuit, (b) Common-base Colpitts

oscillator circuit.

equivalent circuit is shown in Figure 5.10, where the transistor has been replaced with its



























This circuit achieved 0.0025% THD.

From: Analog Circuit Design: Art, Science, and Personalities

This circuit, from 
Hewlett’s 1939 

MS thesis, formed 
the basis of HP’s 

Model 200A 
Audio Oscillator. 
(patented 1942)
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where kT/q is approximately 25mV for T=290K, and IS is a constant. Decompose the
base-emitter voltage and collector current into quiescent and time-varying components, i.e.,

IC = IDC + iC (A.11)

Vbe = VDC + vbe (A.12)

where lower-case letters refer to the time-varying component of the quantity. Later, we will
make the assumption that the transistor bias network acts to keep the DC component of
the collector current at a nearly constant value. Suppose that the time-varying component
of the base-emitter voltage is sinusoidal, i.e.,

Vbe = VDC + v1cos�t (A.13)

and let x = v1q/kT = v1/25mV (at room temperature). Then

IC = IS exp[VDCq/kT ] exp[x cos�t] (A.14)

The term exp[x cos �t] is a non-sinusoidal periodic function of time and can be expanded
in a Fourier series. The series is

exp[x cos �t] = Io(x) + 2
��

n=1

In(x) cos(n�t) (A.15)

where the coe�cients In(x) are values of the modified Bessel function of the first kind. Using
this relationship, the collector current waveform can be written as

IC = IDCo [Io(x) + 2
�

n=1

In(x) cos(n�t)] (A.16)

Here IDCo is the DC component of collector current when the time-varying component of
the input signal is equal to zero (v1 = 0). The DC component of the collector current when
the time-varying component of the input signals is not zero is given by

IDC = IDCoIo(x). (A.17)

This function is plotted in Figure A.4, which shows that Io(x) grows very rapidly when the
base-emitter voltage swing exceeds a few tens of mV. This analysis has assumed that the DC
component of the base-emitter voltage is held constant. Practical amplifier and oscillator
circuits will employ either constant current source bias for IDC or negative feedback (by
including a resistor in series with the emitter and ground) to force IDC to be nearly constant.
In such cases the DC component of Vbe (denoted by VDC) will decrease with increasing v1

such that IDC is more or less independent of v1. With constant-current bias we can write:

IC = IDC [1 + 2
��

n=1

In(x)
Io(x)

cos(n�t)] (A.18)

where IDC is treated as a constant. Examination of A.18 shows that the collector current
waveform has components at DC, the fundamental frequency, and harmonics of the funda-
mental frequency. The relative amplitude of the harmonics and fundamental gives an indica-
tion of how “sinusoidal” the collector current waveform will be. Assuming constant-current
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Figure A.4: The function Io(x) governs how the DC component of the collector current
grows as the amplitude of sinusoidal base-emitter voltage increases (x = v1q/kT ), assuming
that the DC component of the base-emitter voltage is held constant.

where IDC is treated as a constant. Examination of A.18 shows that the collector current
waveform has components at DC, the fundamental frequency, and harmonics of the funda-
mental frequency. The relative amplitude of the harmonics and fundamental gives an indica-
tion of how “sinusoidal” the collector current waveform will be. Assuming constant-current
bias, the amplitude of the fundamental component is proportional to 2I1(x)/I0(x). This
quantity is plotted in Figure A.5. The amplitude of the fundamental approaches a constant
when the base-emitter voltage swing exceeds 25 mV (i.e. for x > 1). The relative strengths
of the second and third harmonics to the fundamental (I2(x)/I1(x) and I3(x)/I1(x), respec-
tively) are also shown in Figure A.5. Notice that the harmonic amplitudes grow rapidly
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Figure A.5: 2I1(x)/Io(x) is the relative amplitude of the fundamental component of the
collector current. The other curves show the ratio of second and third harmonic amplitudes
to the fundamental amplitude.

when x is greater than 1 (v1 > 25 mV). At large values of x the fundamental amplitude
approaches twice the DC bias current, and the harmonic amplitudes approach that of the
fundamental. Thus it becomes apparent that the base-emitter voltage swing must be kept
as small as possible if the collector current waveform is to be sinusoidal.

This approximate analysis of the nonlinear characteristics of the BJT can also help us to
gain some intuitive feeling for the saturation mechanism that limits the growth of oscillations
in self-limiting oscillators, and for the reduction in apparent gain that results when a BJT
amplifier is driven by a large amplitude input signal. For these purposes we consider only
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small-signal transconductance can be obtained in the limit as x approaches 0, i.e.,

gm = lim
x�0

IDC
2 I1(x)
v1I0(x)

=
IDC

kT/q
(A.19)

At room temperature kT/q = 25mV, so

gm =
IDC

25 mV
� 40IDC (A.20)

The large signal transconductance is

Gm(x) = IDC
2 I1(x)
v1I0(x)

= IDC
q

kT

2 I1(x)
x I0(x)

= gm
2
x

I1(x)
I0(x)

(A.21)

The ratio of the large signal to small-signal transconductance is shown in Figure A.6. This
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0.8
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Gm(x)
gm

x

Figure A.6: Ratio of large signal to small-signal transconductance

result shows that the large signal transconductance of the transistor decreases from the
small-signal value as the base-emitter voltage swing (x) increases. Thus in an oscillator
application, as the oscillation amplitude grows, the e�ective transconductance decreases.
The oscillations will continue to grow until the transconductance has been reduced to a value
that causes the (large-signal) loop gain to be equal to 1. The large-signal transconductance
is also important in determining the behavior of stable (non-oscillating) transistor circuits
under large signal conditions. For example, the decrease of transconductance under large
signal excitation is responsible for gain compression in transistor amplifiers when large
signals are applied. These e�ects will discussed in some detail in Chapter 12.
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result shows that the large signal transconductance of the transistor decreases from the
small-signal value as the base-emitter voltage swing (x) increases. Thus in an oscillator
application, as the oscillation amplitude grows, the e�ective transconductance decreases.
The oscillations will continue to grow until the transconductance has been reduced to a value
that causes the (large-signal) loop gain to be equal to 1. The large-signal transconductance
is also important in determining the behavior of stable (non-oscillating) transistor circuits
under large signal conditions. For example, the decrease of transconductance under large
signal excitation is responsible for gain compression in transistor amplifiers when large
signals are applied. These e�ects will discussed in some detail in Chapter 12.

Small-signal loop gain = 2.5

Base-emitter voltage, x=Vbe/(25 mV), grows until transconductance is 
reduced by the factor 1/2.5=0.4, which occurs with x=4.5. Hence, steady-

state base-emitter voltage amplitude is 4.5*25 mV, or about 112 mV. 
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Table 5.2: Parameters used for oscillator simulations.

Case C1 C2 gm,ss gm/gm,ss

1 2500 pF 20.4 pF 45.3 mS 0.88
2 1000 pF 20.6 pF 18.1 mS 2.2
3 500 pF 21.1 pF 9.42 mS 4.4
4 200 pF 22.5 pF 3.77 mS 11.0
5 100 pF 25.4 pF 1.83 mS 21.8
6 22.5 pF 200 pF 2.23 mS 17.9

the period 0.9-1.0 µs after the initial transient. For the cases where oscillation occurs, the
expanded plots show the current and voltage waveforms when the circuit is undergoing
steady-state oscillation.

Figure 5.12: Case 1 - loop gain is 0.88, which is less than one, so oscillation does not start.

The loop gain (gm/gm,ss, column 4 in Table 5.2) is smaller than 1 for Case 1. Therefore
the initial disturbance excites damped oscillations at a frequency approximately equal to fo.
This case illustrates the fact that sustained oscillations cannot develop if the small-signal
loop gain is smaller than 1.

In cases 2 through 6 the loop gain is larger than 1, and the initial transient excites
growing oscillations, as shown in the plot of the voltage across the inductor (upper left plot
in each Figure). As the loop gain increases from 2.2 to 21.8 in cases 2 through 5 the initial
transient builds up to steady-state condition faster, and the amplitude of the steady-state
voltage swing increases. Notice that increases in the base-emitter voltage swing result in the
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Figure 5.13: Case 2 - gm/gm,ss = 2.2.

Figure 5.14: Case 3 - gm/gm,ss = 4.4.
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Figure 5.13: Case 2 - gm/gm,ss = 2.2.

Figure 5.14: Case 3 - gm/gm,ss = 4.4.
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Figure 5.15: Case 4 - gm/gm,ss = 11.0.

Figure 5.16: Case 5 - gm/gm,ss = 21.8.
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Figure 5.15: Case 4 - gm/gm,ss = 11.0.

Figure 5.16: Case 5 - gm/gm,ss = 21.8.
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Figure 5.17: Case 6 - gm/gm,ss = 17.9.

collector current (lower, left) waveform exhibiting increasingly narrow and increasingly large
current “spikes”. For the larger loop gains, the transistor is essentially cut o� for most of the
oscillation cycle. The transistor injects a short current pulse into the resonator once each
cycle, near the positive peak of the voltage swing. Thus, for most of the oscillation period,
the circuit is un-excited and oscillation is maintained by the “flywheel e�ect” of the high-Q
resonant circuit composed of L, C1, and C2. The emitter current flows into an impedance
that has large magnitude at �o, and very small magnitude at harmonics of �o - hence, the
emitter voltage is nearly sinusoidal. In cases 4 and 5 where the loop gain is largest, and the
current spikes are narrowest, some distortion of the emitter voltage waveform can be seen
near the voltage peaks. In general, larger loop gains are associated with more distortion in
the output waveform.

Case 6 was chosen to illustrate what happens when C1 < C2. Notice that the loop gain
in case 6 is not very di�erent from the loop gain in case 5 (17.9 vs. 21.8), yet the voltage
swing across the inductor and the emitter voltage swing are quite small. Furthermore, the
emitter voltage is clearly non-sinusoidal, indicative of relatively high harmonic content. This
reflects the fact that C1 is not large enough to swamp r�, and the resulting dissipation in r�

results in a lower overall Q for the LC tank circuit than in case 4. As a result, the harmonics
contained in the spiky emitter current waveform are more prominent in the emitter voltage
waveform. The output from the oscillator would be taken from the top of the inductor, or
from the emitter - so comparison of cases 4 and 6 shows that choosing C1 > C2 (as in case
4) yields a larger output swing, and less distortion in the output.

Cases 4 and 6, which have comparable loop gains but very di�erent amplitudes of oscilla-
tion, motivate the need to understand the factors which govern the amplitude of oscillations.
Consider the large-signal equivalent circuit for the oscillator circuit in Figure 5.18.
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numerically solving the equation 0.45 = 2
xI1(x)/Io(x) yields x � 3.75. The predicted steady-

state amplitude of |Vbe| is then (3.75)(25 mV) = 94mV, which compares favorably with what
is observed in the simulations. Table 5.3 compares the base-emitter swings observed in the
simulations with values predicted in this way. In cases 2-6, where oscillation occurs, the

Table 5.3: Comparison between predicted and simulated |Vbe| and |Ve|/|Vbe| ratio.

Case gm/gm,ss |Vbe| pred. |Vbe| sim. |Ve| sim. C1/C2 |Ve|/|Vbe|
1 0.88 - - - 122.5 -
2 2.2 94 mV 71 mV 3.27 V 48.5 46.1
3 4.4 207 mV 185 mV 4.30 V 23.7 23.2
4 11.0 537 mV 554 mV 4.70 V 8.9 8.5
5 21.8 1.08 V 1.29 V 5.40 V 3.9 4.2
6 17.9 882 mV 483 mV * 0.11 *

prediction yields a reasonable approximation to the simulated values.
Once |Vbe| is known, or has been predicted, the amplitude of the emitter voltage, |Ve|,

can be estimated. A node equation at the junction between the current source, Z1, and Z2

in Figure 5.22 yields

Ve

Vbe
=

Z2

Z1
+ Z2gm,ss (5.23)

=
C1

C2
+ Z2gm,ss. (5.24)

The second term will be small compared to the first in practical cases. This can be verified
for the cases considered here by inserting numerical values, or by noting that the simulation
results show that Ve and Vbe are nearly in-phase. Hence, the ratio Ve/Vbe is real - confirming
that the second term is negligible in all cases considered here. Thus, the emitter voltage
swing is determined by the capacitive transformer consisting of C1 and C2 and can be
written as:

|Ve| = |Vbe|C1

C2
. (5.25)

Table 5.3 provides data showing how the ratio |Ve|/|Vbe| determined from simulation com-
pares to the C1/C2 ratio. In cases 2-5 the agreement is excellent. In case 6, the emitter
voltage waveform was non-sinusoidal, and the amplitude of the fundamental component is
not easily extracted from the time-domain waveform, so the ratio was not calculated. These
results show that making the ratio C1/C2 > 1 will cause the emitter (output) voltage to
be larger than the base-emitter voltage swing. When C1/C2 > 1, increasing C1/C2 yields
smaller loop gains, so oscillators with large C1/C2 tend to have more sinusoidal output
waveforms because the base-emitter swing is relatively small, and the emitter current is
more sinusoidal.

5.5 Example: Voltage Controlled Oscillator (VCO)
Figure 5.20 is an example of an oscillator circuit used in a commercial television receiver.
The oscillator is part of the VHF tuner that performs the function of converting the VHF
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7.5 Calculation of Impedance and Gain using the Impedance
Matrix

The concepts defined in the previous section will be applied in this section where the input
and output impedances and transducer gain are derived for a 2-port represented by its
Z-parameters.

Consider a system consisting of a 2-port embedded between a source with impedance ZS

and peak open-circuit voltage VS and a load with impedance ZL (Figure 7.9). The power
available from the source Pavs is defined to be the power that the source would deliver to a
conjugately matched load and is

Pavs =
|VS |2

8RS
(7.41)

The voltage and current at input and output ports are denoted by (V1, I1) and (V2, I2),
respectively, with current chosen to flow into the two port as shown in Figure 7.9.

[Z]VS

ZS

ZLV1 V2

I1 I2

+

-

+

-

Figure 7.9: A system consisting of source, 2-port, and a load.

The voltage and currents at the input and output of the 2-port are related by impedance
matrix elements, Zij , i.e.

V1 = Z11I1 + Z12I2 (7.42)

V2 = Z21I1 + Z22I2 (7.43)

The power delivered to the load impedance is related to Pavs by the transducer power gain
GT

GT ⇥
Pout

Pavs
=
� 1

2Re[V2I�2 ]
|VS |2
8RS

(7.44)

The load constraint I2 = �V2/ZL can be employed in equation 7.44 to write

GT = 4| V2

VS
|2 RSRL

|ZL|2 (7.45)

where RS = Re[ZS ] and RL = Re[ZL]. Equation 7.45 can be written in terms of the
magnitude of the voltage gain, |V2/V1|, and the voltage division that occurs at the input of
the 2-port, |V1/VS |, i.e.:

GT = 4|V2

V1
|2| V1

VS
|2 RSRL

|ZL|2 (7.46)

The voltage division can be written in terms of the input impedance of the 2-port and the
source impedance

V1

VS
=

ZIN

ZIN + ZS
(7.47)
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and the input and output impedances of the 2-port can be obtained from the load constraint
and equations 7.42 and 7.43. The input impedance is:

ZIN =
V1

I1
= Z11 �

Z12Z21

ZL + Z22
(7.48)

and the output impedance is:

ZOUT =
V2

I2
|VS=0 = Z22 �

Z12Z21

ZS + Z11
(7.49)

The voltage gain is obtained from 7.42 and 7.43 using the load constraint I2 = �V2/ZL:

AV =
V2

V1
=

Z21ZL

Z11ZL + Z11Z22 � Z12Z21
(7.50)

Now, equation 7.46 can be rewritten using 7.50 and 7.48 as:

GT = 4| Z21ZL

Z11ZL + Z11Z22 � Z12Z21
|2|

Z11 � Z12Z21
ZL+Z22

Z11 � Z12Z21
ZL+Z22

+ ZS
|2 RSRL

|ZL|2

which simplifies to the final result:

GT = 4
|Z21|2RLRS

|(Z11 + ZS)(Z22 + ZL)� Z12Z21|2 (7.51)

Since the available source power Pavs is a constant determined by the capabilities of the
source, the output power will be proportional to GT . The largest possible output power
with passive source and load terminations results when ZS and ZL are chosen to maximize
GT subject to Re[ZS ]>0 and Re[ZL]>0. These optimum terminations are denoted by ZMS

and ZML and it can be shown that these terminations result in a simultaneous conjugate
match at the input and output ports, i.e. ZMS and ZML satisfy the following equations:

ZIN = Z�
MS

ZOUT = Z�
ML

(7.52)

7.6 Applications of 2-port analysis

7.6.1 Losses in L-networks for impedance matching
Consider an L-network designed to match two resistive terminations, RS and RL, with
RS < RL. The design of such networks has been considered previously. Suppose that such
a network has been designed and that the series and shunt elements available for use in the
network are lossy i.e., suppose that the series and shunt elements have component Q’s at
the design frequency, �o, denoted by Qs and Qp, respectively. The loss in the series element
can be represented by a series resistance, rs, and the loss in the parallel element can be
represented by a shunt resistance, rp. The circuit model is shown below in Figure 7.10. The
series and shunt reactances are assumed to be those necessary to match the source to the
load in the absence of any losses in the network. Thus, the load impedance seen by the
resistive 2-port will be equal to ZL = RS � jXS .
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and the input and output impedances of the 2-port can be obtained from the load constraint
and equations 7.42 and 7.43. The input impedance is:

ZIN =
V1

I1
= Z11 �

Z12Z21

ZL + Z22
(7.48)

and the output impedance is:

ZOUT =
V2

I2
|VS=0 = Z22 �

Z12Z21

ZS + Z11
(7.49)

The voltage gain is obtained from 7.42 and 7.43 using the load constraint I2 = �V2/ZL:

AV =
V2

V1
=

Z21ZL

Z11ZL + Z11Z22 � Z12Z21
(7.50)

Now, equation 7.46 can be rewritten using 7.50 and 7.48 as:

GT = 4| Z21ZL

Z11ZL + Z11Z22 � Z12Z21
|2|

Z11 � Z12Z21
ZL+Z22

Z11 � Z12Z21
ZL+Z22

+ ZS
|2 RSRL

|ZL|2

which simplifies to the final result:

GT = 4
|Z21|2RLRS

|(Z11 + ZS)(Z22 + ZL)� Z12Z21|2 (7.51)

Since the available source power Pavs is a constant determined by the capabilities of the
source, the output power will be proportional to GT . The largest possible output power
with passive source and load terminations results when ZS and ZL are chosen to maximize
GT subject to Re[ZS ]>0 and Re[ZL]>0. These optimum terminations are denoted by ZMS

and ZML and it can be shown that these terminations result in a simultaneous conjugate
match at the input and output ports, i.e. ZMS and ZML satisfy the following equations:

ZIN = Z�
MS

ZOUT = Z�
ML

(7.52)

7.6 Applications of 2-port analysis

7.6.1 Losses in L-networks for impedance matching
Consider an L-network designed to match two resistive terminations, RS and RL, with
RS < RL. The design of such networks has been considered previously. Suppose that such
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the design frequency, �o, denoted by Qs and Qp, respectively. The loss in the series element
can be represented by a series resistance, rs, and the loss in the parallel element can be
represented by a shunt resistance, rp. The circuit model is shown below in Figure 7.10. The
series and shunt reactances are assumed to be those necessary to match the source to the
load in the absence of any losses in the network. Thus, the load impedance seen by the
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7.5 Calculation of Impedance and Gain using the Impedance
Matrix

The concepts defined in the previous section will be applied in this section where the input
and output impedances and transducer gain are derived for a 2-port represented by its
Z-parameters.

Consider a system consisting of a 2-port embedded between a source with impedance ZS

and peak open-circuit voltage VS and a load with impedance ZL (Figure 7.9). The power
available from the source Pavs is defined to be the power that the source would deliver to a
conjugately matched load and is

Pavs =
|VS |2

8RS
(7.41)

The voltage and current at input and output ports are denoted by (V1, I1) and (V2, I2),
respectively, with current chosen to flow into the two port as shown in Figure 7.9.

[Z]VS

ZS

ZLV1 V2

I1 I2

+

-

+

-

Figure 7.9: A system consisting of source, 2-port, and a load.

The voltage and currents at the input and output of the 2-port are related by impedance
matrix elements, Zij , i.e.

V1 = Z11I1 + Z12I2 (7.42)

V2 = Z21I1 + Z22I2 (7.43)

The power delivered to the load impedance is related to Pavs by the transducer power gain
GT

GT ⇥
Pout

Pavs
=
� 1

2Re[V2I�2 ]
|VS |2
8RS

(7.44)

The load constraint I2 = �V2/ZL can be employed in equation 7.44 to write

GT = 4| V2

VS
|2 RSRL

|ZL|2 (7.45)

where RS = Re[ZS ] and RL = Re[ZL]. Equation 7.45 can be written in terms of the
magnitude of the voltage gain, |V2/V1|, and the voltage division that occurs at the input of
the 2-port, |V1/VS |, i.e.:

GT = 4|V2

V1
|2| V1

VS
|2 RSRL

|ZL|2 (7.46)

The voltage division can be written in terms of the input impedance of the 2-port and the
source impedance

V1

VS
=

ZIN

ZIN + ZS
(7.47)
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This result can be checked by allowing the losses to approach zero (Qs ⇥⌅, Qp ⇥⌅) in
which case GT ⇥ 1, as expected.

In practical applications, the component Q’s (Qs and Qp) will be larger than the L-
network Q (Qs > Q and Qp > Q) in which case the last term in the denominator can be
neglected compared to the second and third terms. Thus, a good approximation for the
transducer gain is:

GT ⇤
1

(1 + Q
2Qp

+ Q
2Qs

)2
(7.58)

This result illustrates the fact that component Q’s must be much larger than the L-network
Q if component losses are to be reasonably small. For example, suppose that it is necessary
to keep the matching network loss below 1 dB — this means that GT � 10(�1/10) =
0.794. Assuming that the component Q’s are equal (Qs = Qp), then the constraint GT �
0.794 leads to Qs,p � 8.2Q, which means that the L-network must be implemented with
components having component Q’s at least 8.2 times as large as the L-network Q. Obviously,
this will become impractical when the L-network Q is too large. Large L-network Q’s are
associated with large resistance transformation ratios1 so that it becomes more di�cult to
implement an L-network with low losses as the resistance transformation ratio increases.

7.6.2 Two-winding Transformers
7.6.2.1 Equivalent Circuit Model for Two-winding Transformers

Transformers are often utilized in both narrow-band and wide-band RF applications. They
can be employed for impedance transformation, phase inversion, and dc isolation. Trans-
formers are also utilized as resonant circuit elements.

Consider the two-winding transformer shown in Figure 7.11.

I1 I2

V2V1

M

L2L1

+

-

+

-

Figure 7.11: 2-winding transformer.

Ignoring losses, the equations that describe this device are

V1 = j�L1I1 + j�MI2 (7.59)
V2 = j�MI1 + j�L2I2 (7.60)

where L1 and L2 are the self inductances of the transformer windings and M is the mutual
inductance. The “dot” convention is such that if current flows into the dotted terminals, the
magnetic fluxes linking the two coils will reinforce each other. With this convention, M will
be a positive number. The 2-winding transformer is completely described by its open-circuit
impedance matrix,

[Z] =

�

⇤
j�L1 j�M

j�M j�L2

⇥

⌅ .

1Recall that the Q of an L-network is Q =
q

Rbig

Rsmall
� 1.
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Since the circuit operation of the transformer is completely described by this impedance
matrix, any network having the same defining equations can be substituted for the trans-
former. One useful equivalent circuit is shown in Figure 7.12.

n : 1

k2L1

(1� k2)L1

Ideal Transformer

Figure 7.12: Equivalent circuit for a two-winding transformer

In this model the real transformer has been replaced with an ideal transformer and
equivalent inductances. The equivalent circuit parameters are k (coupling coe⇥cient), n
(turns ratio), and L1 (self inductance of winding 1. This equivalent circuit is not unique.
For example, it is possible to derive an equivalent circuit that has the self inductance of
winding 2 as a parameter. The terminal relations for the ideal transformer are summarized
by Figure 7.13 and equations 7.61 and 7.62.

+

-

+

-

IA IB

VA VB

n : 1

Figure 7.13: Terminal relations for the ideal transformer

VB =
VA

n
(7.61)

IB = �nIA (7.62)

It is left as an exercise to demonstrate that the equivalent circuit shown in Figure 7.12 has the
same impedance matrix as the actual transformer, provided that the following relationships
hold:

k =
M⇥
L1L2

(7.63)

n = k

�
L1

L2
(7.64)

The k parameter is called the “coe⇥cient of coupling” and n is the “e�ective turns ratio” for
the transformer.

A useful approximation results when the coe⇥cient of coupling approaches 1. This will
be the situation when both windings are wound on a high permeability magnetic core. Here
the equivalent circuit reduces to the circuit shown in Figure 7.14.
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n : 1

L1

Ideal Transformer

Figure 7.14: Equivalent circuit when k approaches 1. In this case, the e�ective turns ratio
is, approximately, n =

⇧
L1/L2.

7.6.2.2 Impedance Transformation with the Two-winding Transformer

Consider the situation where a tightly-coupled transformer is to be used as an impedance
transformer as in Figure 7.15.

n : 1

L1

Ideal Transformer

ZLZin

Figure 7.15: Tightly-coupled transformer used as impedance transformer

The Z-parameter matrix for a two-winding transformer is

[Z] =

�

⇤
j�L1 j�M

j�M j�L2

⇥

⌅ =

�

⇤
j�L1 j�L1

k2

n

j�L1
k2

n j�L1
k2

n2

⇥

⌅ .

This is the exact impedance matrix. When the transformer is tightly coupled, k ⌅ 1, and
the impedance matrix can be approximated by

[Z] ⌅

�

⇤
j�L1 j�L1/n

j�L1/n j�L1/n2

⇥

⌅ .

The impedance seen looking in to a tightly coupled transformer that is terminated in load
impedance ZL is now easily computed:

ZIN = Z11 �
Z12Z21

Z22 + ZL
= j�L1 �

(j�L1/n)2

j�L1/n2 + ZL
=

j�L1ZLn2

j�L1 + ZLn2
(7.65)

The tightly-coupled transformer will behave essentially like an ideal transformer if �L1 ⇤
|ZLn2| or, since n2 = L1/L2, if �L2 ⇤ |ZL|. In this case

ZIN ⇥ n2ZL. (7.66)
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Fig ure 7 .5 : Two 2 -po rts interco nnected such tha t the input a nd o utput po rts a re in series.

The series co nnectio n results in the rela tio nships:

I1 = Ia
1 = Ib

1 , I2 = Ia
2 = Ib

2

V1 = V a
1 + V b

1 , V2 = V a
2 + V b

2 .

In vecto r no ta tio n the vo lta g e a nd current vecto rs must sa tisfy

I = Ia = Ib (7 .2 4 )

V = Va + Vb. (7 .2 5 )
The vo lta g e a nd current vecto rs fo r the individua l 2 -po rts must sa tisfy:

Va = ZaIa (7 .2 6 )

Vb = ZbIb (7 .2 7 )
Equa tio ns 7 .2 4 , 7 .2 6 , a nd 7 .2 7 ca n be used in equa tio n 7 .2 6 to sho w:

V = {Za + Zb}I. (7 .2 8 )

Thus, the Z-pa rameter ma trix fo r the series co mbina tio n o f 2 -po rts is the sum o f the
co nstituent Z-pa rameter ma trices.

7 .3 .3 Cascaded 2 -ports
Fig ure 7 .6 sho ws two 2 -po rts co nnected in ca sca de, i.e. the o utput o f the first 2 -po rt drives
the input o f the seco nd 2 -po rt.

The ca sca de co nnectio n results in the fo llo wing rela tio nships:

V a
2 = V b

1 , Ia
2 = −Ib

1 (7 .2 9 )

Define the input vecto r IN =
[

V1

I1

]
, o utput vecto r OUT =

[
V2

−I2

]
, a nd cha in pa rameter

ma trix ABCD =
[

A B
C D

]
. Then the rela tio nships g iven in equa tio n 7 .2 9 ca n be written

a s:
OUTa = INb (7 .3 0 )
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Fig ure 7 .4 : Two 2 -po rts interco nnected such that the input and o utput po rts are in parallel.

The parallel co nnectio n results in the fo llo wing relatio nships:

V1 = V a
1 = V b

1 , V2 = V a
2 = V b

2 (7 .1 7 )

I1 = Ia
1 + Ib

1 , I2 = Ia
2 + Ib

2 . (7 .1 8 )

In vecto r no tatio n, e.g .

V =
[

V1

V2

]
, I =

[
I1

I2

]
, Y =

[
Y11 Y12

Y21 Y22

]
,

equatio ns 7 .1 7 and 7 .1 8 can be written as:

V = V a = V b (7 .1 9 )

I = Ia + Ib. (7 .2 0 )

The vo ltag e and current vecto rs asso ciated with the individual 2 -po rts must satisfy

Ia = Y aV a (7 .2 1 )

Ib = Y bV b. (7 .2 2 )

Equatio ns 7 .1 9 , 7 .2 1 , and 7 .2 2 can be used in equatio n 7 .2 0 to sho w that

I = {Y a + Y b}V . (7 .2 3 )

Thus, the Y-parameter matrix fo r the parallel co mbinatio n o f 2 -po rts is the sum o f the
co nstituent Y-parameter matrices.

7 .3 .2 2 -ports connected in series
Fig ure 7 .5 sho ws a 2 -po rt created by interco nnecting two 2 -po rts with their input po rts
and o utput po rts co nnected in series. The Z-parameters o f the co nstituent 2 -po rts can be
co mbined to o btain the Z-parameters o f their series co mbinatio n, as sho wn in Fig ure 7 .5 .
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Fig ure 7 .6 : Two 2 -ports in cascade.

The following equations are satisfied by the individual 2 -ports:

INa = ABCDaOUTa (7 .3 1 )

INb = ABCDbOUTb (7 .3 2 )

Using equation 7 .3 2 in equation 7 .3 0 , and then using the result in equation 7 .3 1 we find

INa = ABCDaABCDbOUTb. (7 .3 3 )

Thus, the input and output vectors of the overall 2 -port are related by the matrix product
of the constituent ABCD matrices.

7 .4 Power Gain Definitions
One very useful application for the 2 -port parameters defined earlier is the calculation of
the input and output impedances and the power g ains of a 2 -port when terminated with
arbitrary source and load terminations, ZS and ZL. Consider a system consisting of a 2 -port
driven by a source with impedance ZS and terminated with a load having impedance ZL as
shown in Fig ure 7 .7 .

2 -port

ZS

Zin Zout

ZL

Pavs

Pin

Pavo

Pout

Fig ure 7 .7 : A system consisting of a source, 2 -port, and a load. The source and load
impedances, ZS and ZL, may be complex. Pavs is the power available from the source and
Pavo is the power available from the output of the 2 -port. Pin is the power delivered to the
input of the 2 -port and Pout is the power delivered to the load.

In g eneral, the input impedance of the 2 -port will depend on the 2 -port’s network pa-
rameters and the load impedance, ZL. The output impedance of the 2 -port will depend on
the network parameters and the source impedance, ZS .

The input impedance may not be equal to the conjug ate of the source impedance, so
the power that is delivered to the input of the 2 -port, Pin, may be only a fraction of the
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Fig ure 7 .5 : Two 2 -po rts interco nnected such tha t the input a nd o utput po rts a re in series.

The series co nnectio n results in the rela tio nships:

I1 = Ia
1 = Ib

1 , I2 = Ia
2 = Ib

2

V1 = V a
1 + V b

1 , V2 = V a
2 + V b

2 .

In vecto r no ta tio n the vo lta g e a nd current vecto rs must sa tisfy

I = Ia = Ib (7 .2 4 )

V = Va + Vb. (7 .2 5 )
The vo lta g e a nd current vecto rs fo r the individua l 2 -po rts must sa tisfy:

Va = ZaIa (7 .2 6 )

Vb = ZbIb (7 .2 7 )
Equa tio ns 7 .2 4 , 7 .2 6 , a nd 7 .2 7 ca n be used in equa tio n 7 .2 6 to sho w:

V = {Za + Zb}I. (7 .2 8 )

Thus, the Z-pa rameter ma trix fo r the series co mbina tio n o f 2 -po rts is the sum o f the
co nstituent Z-pa rameter ma trices.

7 .3 .3 Cascaded 2 -ports
Fig ure 7 .6 sho ws two 2 -po rts co nnected in ca sca de, i.e. the o utput o f the first 2 -po rt drives
the input o f the seco nd 2 -po rt.

The ca sca de co nnectio n results in the fo llo wing rela tio nships:

V a
2 = V b

1 , Ia
2 = −Ib

1 (7 .2 9 )

Define the input vecto r IN =
[

V1

I1

]
, o utput vecto r OUT =
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V2

−I2

]
, a nd cha in pa rameter

ma trix ABCD =
[

A B
C D

]
. Then the rela tio nships g iven in equa tio n 7 .2 9 ca n be written

a s:
OUTa = INb (7 .3 0 )
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The following equations are satisfied by the individual 2 -ports:

INa = ABCDaOUTa (7 .3 1 )

INb = ABCDbOUTb (7 .3 2 )

Using equation 7 .3 2 in equation 7 .3 0 , and then using the result in equation 7 .3 1 we find

INa = ABCDaABCDbOUTb. (7 .3 3 )

Thus, the input and output vectors of the overall 2 -port are related by the matrix product
of the constituent ABCD matrices.

7 .4 Power Gain Definitions
One very useful application for the 2 -port parameters defined earlier is the calculation of
the input and output impedances and the power g ains of a 2 -port when terminated with
arbitrary source and load terminations, ZS and ZL. Consider a system consisting of a 2 -port
driven by a source with impedance ZS and terminated with a load having impedance ZL as
shown in Fig ure 7 .7 .
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Fig ure 7 .7 : A system consisting of a source, 2 -port, and a load. The source and load
impedances, ZS and ZL, may be complex. Pavs is the power available from the source and
Pavo is the power available from the output of the 2 -port. Pin is the power delivered to the
input of the 2 -port and Pout is the power delivered to the load.

In g eneral, the input impedance of the 2 -port will depend on the 2 -port’s network pa-
rameters and the load impedance, ZL. The output impedance of the 2 -port will depend on
the network parameters and the source impedance, ZS .

The input impedance may not be equal to the conjug ate of the source impedance, so
the power that is delivered to the input of the 2 -port, Pin, may be only a fraction of the
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Insert the Y parameters of the overall 2-port and use YL = 1
RL

:

YIN =
1

Re + r� + gmRer�
+

1
Rf

�
� 1

Rf
( 2gmr�

Re+r�+gmRer�
� 1

Rf
)

1
Rf

+ 1
RL

.

The input impedance is then found from ZIN = Y �1
IN . After some simplification, the input

impedance can be written as:

ZIN =
(RL + Rf )(Re + r� + gmRer�)

Re + r� + RL + Rf + gmr�(Re + 2RL)
.

Similarly, the output admittance depends on the Y parameters and the source admittance,
YS :

YOUT = Y22 �
Y12Y21

Y11 + YS
.

Inserting the Y parameters of the overall 2-port, use YS = 1
RS

, and ZOUT = Y �1
OUT to show:

ZOUT =
(RS + Rf )(Re + r� + gmRer�) + RSRf

RS + Re + r� + gmr�(Re + 2RS)
.

The voltage gain of a 2-port depends on the Y parameters and the load admittance YL = 1
RL

:

Av =
�Y21

Y22 + YL
.

Insert the Y parameters and simplify to show:

Av = �2gm
RLRf

RL + Rf

1
1 + Re(gm + 1

r�
)

+
RL

RL + Rf
.

7.7 Y, Z, h, ABCD relationships
Relationships between the parameter sets described in this Chapter are given in the following
sections. The determinants of the parameter matrices are defined as follows:

DY = Y11Y22 � Y21Y12 (7.80)

DZ = Z11Z22 � Z21Z12 (7.81)

Dh = h11h22 � h21h12 (7.82)

DABCD = AD �BC (7.83)

7.7.1 Converting to Y-parameters

�
Y11 Y12

Y21 Y22

⇥
=

⇤

⌥⇧

Z22
DZ

�Z12
DZ

�Z21
DZ

Z11
DZ

⌅

�⌃ =

⇤

⌥⇧

1
h11

�h12
h11

h21
h11

Dh
h11

⌅

�⌃ =

⇤

⌥⇧

D
B �DABCD

B

� 1
B

A
B

⌅

�⌃
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7.7.2 Converting to Z-parameters

�
Z11 Z12

Z21 Z22

⇥
=

⇤

⌥⇧

Y22
DY

� Y12
DY

� Y21
DY

Y11
DY

⌅

�⌃ =

⇤

⌥⇧

Dh
h22

h12
h22

�h21
h22

1
h22

⌅

�⌃ =

⇤

⌥⇧

A
C

DABCD
C

1
C

D
C

⌅

�⌃

7.7.3 Converting to h-parameters

�
h11 h12

h21 h22

⇥
=

⇤

⌥⇧

DZ
Z22

Z12
Z22

�Z21
Z22

1
Z22

⌅

�⌃ =

⇤

⌥⇧

1
Y11

�Y12
Y11

Y21
Y11

DY
Y11

⌅

�⌃ =

⇤

⌥⇧

B
D

DABCD
D

� 1
D

C
D

⌅

�⌃

7.7.4 Converting to ABCD-parameters

�
A B
C D

⇥
=

⇤

⌥⇧

Z11
Z21

DZ
Z21

1
Z21

Z22
Z21

⌅

�⌃ =

⇤

⌥⇧
�Y22

Y21
� 1

Y21

�DY
Y21

�Y11
Y21

⌅

�⌃ =

⇤

⌥⇧
�Dh

h21
�h11

h21

�h22
h21

� 1
h21

⌅

�⌃

7.8 Summary

7.8.1 Z parameters

ZIN = Z11 �
Z12Z21

ZL + Z22
(7.84)

ZOUT = Z22 �
Z12Z21

ZS + Z11
(7.85)

AV =
Z21ZL

Z11ZL + Z11Z22 � Z12Z21
(7.86)

AI =
�Z21

Z22 + ZL
(7.87)

7.8.2 Y parameters

YIN = Y11 �
Y12Y21

YL + Y22
(7.88)

YOUT = Y22 �
Y12Y21

YS + Y11
(7.89)

AV =
�Y21

Y22 + YL
(7.90)

AI =
Y21YL

Y11YL + Y11Y22 � Y12Y21
(7.91)
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3.2 Theoretical analysis of the broadband amplifier

3.2.1 Overview

There are basically two approaches that can be taken when designing an amplifier that must op-
erate with reasonable gain and good input/output impedance match over a wide bandwidth. One
approach is to use impedance transformation networks at the input and output of the active net-
work and to design the networks so that the frequency-dependent variations in the active network’s
gain and impedance are compensated for (to a certain extent) by the impedance transformation
networks. It is difficult to simultaneously obtain a “flat” gain characteristic together with good
impedance match over a wide bandwidth using this approach. The other approach, which is em-
ployed in this lab, is to employ negative feedback around the active device in an attempt to modify
its characteristics (input/output impedance and power gain) such that they become more-or-less
independent of frequency (over some bandwidth) and equal to some desired target values. Another
advantage of employing negative feedback is that the properties of the circuit can be made to de-
pend primarily on the values of the feedback circuit elements and to be more-or-less independent
of the particular characteristics of the active device (such as transistor β, bias current, etc.).

The circuit that will be used for the broadband amplifier is shown in Figure 3.1. Negative feedback
is provided by series feedback resistor Re and shunt feedback resistor Rf . Both types of feedback
are necessary in order for us to be able to control both the gain and the input/output impedances of
the amplifier. As we shall see, the shunt feedback resistor can be selected to provide a simultaneous
match to 50Ω at both ports, and the series feedback resistor can be selected to set the gain of
the amplifier. The transformer shown in the circuit functions as a broadband 4 : 1 impedance
transformer which transforms a 50Ω load impedance to approximately 200Ω at the collector of
the transistor and also provides a convenient pickoff point for the feedback provided by Rf . This
transformer must be constructed so that its properties are nearly independent of frequency. This
circuit should operate over a fairly wide bandwidth. In practice, bandwidth will be limited by
parasitics and the properties of the broadband transformer.

Figure 3.1: Unlabeled capacitors are coupling and bypass elements. The transformer is implemented
using bifilar windings on an Amidon FT37-61 ferrite core. Unlabeled resistors are DC bias elements
and have no essential function at RF frequencies (although they cannot be neglected when modeling
the amplifier).
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of the overall circuit.

• Calculate Yin, Yout, and Av in terms of the Y parameters of the overall circuit.

+

-

+

-

+

-

+

-

Figure 7.22: Small signal model of amplifier with series and shunt feedback and 4:1 output
transformer.

+

-
Vbe

gmVbe

r� ro

Re

Rf

RS

RL

Figure 7.23: Feedback amplifier drawn as a set of interconnected 2-ports.

The Z matrix for the hybrid-� 2-port is:
�

⇤
Z11 Z12

Z21 Z22

⇥

⌅ =

�

⇤
r� 0

�gmr�ro ro

⇥

⌅

The Z matrix for the shunt resistor is:
�

⇤
Z11 Z12

Z21 Z22

⇥

⌅ =

�

⇤
Re Re

Re Re

⇥

⌅
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8.4 Summary of useful S-parameter formulas

2-port
a1

b2

a2

b1
V1 V2

I2

I1
+

-

I1

+

-

I2

Relationship between impedance ZX (X can be in, out, S, L) and reflection coe�cient �X :

�X =
ZX � Zo

ZX + Zo
ZX = Zo

1 + �X

1� �X

Input reflection coe�cient with arbitrary ZL :

�in = S11 +
S12S21�L

1� S22�L

Output reflection coe�cient with arbitrary ZS :

�out = S22 +
S12S21�S

1� S11�S

Voltage gain with arbitrary ZL (voltage gain does not depend on ZS):

AV =
V2

V1
=

S21(1 + �L)

(1 + S11)(1� S22�L) + S12S21�L

Current gain with arbitrary ZL (current gain does not depend on ZS):

AI =
I2
I1

=
S21(�L � 1)

(1� S11)(1� S22�L)� S12S21�L

Definitions of some commonly used quantities:

D = S11S22 � S12S21

K = 1�|S11|2�|S22|2+|D|2
2|S12S21|

B1 = 1 + |S11|2 � |D|2 � |S22|2

C1 = S11 �DS⇥22

B2 = 1 + |S22|2 � |D|2 � |S11|2

C2 = S22 �DS⇥11

Operating Power Gain:

G ⇥
Pout

Pin
=

|S21|2
`
1� |�L|2

´

(1� |S11|2) + |�L|2(|S22|2 � |D|2)� 2Re(�LC2)

Available Power Gain:

GA ⇥
Pavo

Pavs
=

|S21|2
`
1� |�S |2

´

(1� |S22|2) + |�S |2(|S11|2 � |D|2)� 2Re(�SC1)

Transducer Power Gain:

GT ⇥
Pout

Pavs
=

|S21|2
`
1� |�S |2

´ `
1� |�L|2

´

|(1� S11�S)(1� S22�L)� S12S21�L�S |2

A 2-port is unconditionally stable if:

K > 1 and 1� |S11|2 > |S12S21|
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or, if:
K > 1 and 1� |S22|2 > |S12S21|

or, if:
K > 1 and B1 > 0

or, if:
K > 1 and B2 > 0

or, if:
K > 1 and |D| < 1

or, if:

µES =
1� |S11|2

|S22 � S�
11D| + |S12S21|

> 1

or, if:

µ⇥
ES =

1� |S22|2

|S11 � S�
22D| + |S12S21|

> 1

Stability circles in the �L � plane:

Center is at : CL =
S�

22 �D�S11

|S22|2 � |D|2
radius : rL =

|S12S21|
||S22|2 � |D|2|

Stability circles in the �S � plane:

Center is at : CS =
S�

11 �D�S22

|S11|2 � |D|2
radius : rS =

|S12S21|
||S11|2 � |D|2|

Source and load reflection coe�cient for simultaneous conjugate match (K must be > 1) - in each case,
choose the sign that results in a reflection coe�cient with magnitude less than 1:

�ms =
B1 ±

q
B2

1 � 4|C1|2

2C1
�ml =

B2 ±
q

B2
2 � 4|C2|2

2C2

Maximum available power gain (only defined for K > 1):

GA,max =

˛̨
˛̨ S21

S12
[K ±

p
K2 � 1]

˛̨
˛̨

GA,max is defined only for 2-ports that can be conjugately matched at both ports (K > 1). For uncondi-
tionally stable 2-ports, B1 > 0, use the lower (negative) sign. For potentially unstable 2-ports, B1 ⇥ 0, use
the upper (positive) sign.
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Typical Applications

Amplifier with Gain = 20

Minimum Parts

DS006976-3

Amplifier with Gain = 200

DS006976-4

Amplifier with Gain = 50

DS006976-6

Low Distortion Power Wienbridge Oscillator

DS006976-7

Amplifier with Bass Boost

DS006976-8

Square Wave Oscillator

DS006976-9
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THERMAL AGITATION OF ELECTRICITY IN CONDUCTORS
BY J. B. JQHNsoN

ABSTRACT

Statistical j7uctuation of electric charge exists in all conductors, producing random
variation of potential between the ends of the conductor. The effect of these fluctua-
tions has been measured by a vacuum tube amplifier and thermocouple, and can be
expressed by the formula I'=(2)rT/x)f, " R(cu)~ y(co)~'d~. I is the observed current
in the thermocouple, k is Boltzmann's gas constant, T is the absolute temperature
of the conductor, R(co) is the real component of impedance of the conductor, Y(co)
is the transfer impedance of the amplifier, and cu/2~=f represents frequency. The
value of Boltzmann's constant obtained from the measurements lie near the accepted
value of this constant. The technical aspects of the disturbance are discussed. In an
amplifier having a range of 5000 cycles and the input resistance R the power equiva-
lent of the effect is U /R=0. 8X10 "watt, with corresponding power for other ranges
of frequency. The least contribution of tube noise is equivalent to that of a resistance
R,=1.5 &&10'i„/p, where i„ is the space current in milliamperes and )tt is the effective
amplification of the tube.

' 'N TWO short notes' a phenomenon has been described which is the result
"- of spontaneous motion of the electricity in a conducting body. The
electric charges in a conductor are found to be in a state of thermal agitation,
in thermodynamic equilibrium with the heat motion of the atoms of the con-
ductor. The manifestation of the phenomenon is a fluctuation of potential
difference between the terminals of the conductor which can be measured by
suitable instruments.
The effect is one of the causes of that disturbance which is called "tube

noise" in vacuum tube amplifiers. ' Indeed, it is often by far the larger part
of the "noise" of a good amplifier. When such an amplifier terminates in a
telephone receiver, and has a high resistance connected between the grid and
filament of the first tube on the input side, the effect is perceived as a steady
rustling noise in the receiver, like that produced by the small-shot (Schrot)
effect under similar circumstances. The use of a thermocouple or rectifier
in place of the telephone receiver allows reasonably accurate measurements
to be made on the effective amplitude of the disturbance.
It had been known for some time among amplifier technicians that the

"noise" increases as the input resistance is made larger. A closer study of
this phenomenon revealed the fact that a part of the noise depends on the
resistance alone and not on the vacuum tube to which it is connected. The
true nature of the effect being then suspected, the temperature of the re-

~ Johnson, Nature 119, p. 50, Jan. 8, 1927; Phys. Rev. 29, p, 367 (Feb. 1927).' The possibility that under certain conditions the heat motion of electricity could create
a measurable disturbance in amplifiers has been recognized on theoretical grounds by W.
Schottky (Ann. d. Phys. 57, 541 (1918)). Schottky considered the special case of a resonant
circuit connected to the input of a vacuum tube, and concluded that there the effect would be
so small as to be masked by the small-shot effect in the tube.
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THERMAL AGITATION OF ELECTRIC CHARGE
IN CONDUCTORS*

BY H. NYQUIST

ABSTRACT

Tke electromotive force die to tkernsul agitation in conductors is calculated by means
of principles in thermodynamics and statistical mechanics. The results obtained
agree with results, obtained experimentally.

R. J. B. JOHNSON' has reported the discovery and measurement of an
electromotive force in conductors which is related in a simple manner

to the temperature of the conductor and which is attributed by him to the
thermal agitation of the carriers of electricity in the conductors. The work
to he resported in the present paper was undertaken after Johnson's results
were available to the writer and consists of a theoretical deduction of the
electromotive force in question from thermodynamics and statistical me-
chanics. '

Consider two conductors each of resistance R and of the same uniform
temperature T connected in the manner indicated
in Fig. 1. The electromotive force due to thermal
agitation in conductor I causes a current to be set
up in the circuit whose value is obtained by dividing

I the electromotive force by 2R. This current causes
a heating or absorption of power in conductor II,
the absorbed power being equal to the product of R
and the square of the current. In other words powerFlg. 1.
is transferred from conductor I to conductor II. In

precisely the same manner it can be deduced that power is transferred from
conductor II to conductor I. Now since the two conductors are at the same
temperature it follows directly from the second law of thermodynamics
that the power fiowing in one direction is exactly equal to that fiowing in
the other direction. It will be noted that no assumption has been made as
to the nature of the two conductors. One may be made of silver and the other
of lead, or one may be metallic and the other electrolytic, etc.
It can be shown that this equilibrium condition holds not only for the

total power exchanged by the conductors under the conditions assumed, but
also for the power exchanged within any frequency. For, assume that this
is not so and let A denote a frequency range in which conductor I delivers
more power than it receives. Connect a non-dissipative network between
the two conductors so designed as to interfere more with the transfer of energy

* A preliminary report of this work was presented before the Physical Society in February,
1927.

' See preceding paper.
~ Cf. W Schottky, Ann. d. Physik 57', 541 (1918),

iio
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Figure 10.6: Typical antenna temperatures as a function of frequency. These curves are
adapted from Figure 11-44 in the book Electromagnetic Waves and Radiating Systems, by
Jordan and Balmain, Prentice Hall, 1968.



Toward the bottom of the microwave window, radiation from the precession of 
interstellar hydrogen is clearly heard in our receivers at a frequency of 1420.40575 MHz 
(corresponding to a wavelength around 21 cm). The Hydrogen Line, first detected by 
Ewen and Purcell at Harvard University in 1951, provided us with our first direct 
evidence that space is anything but an empty void...  

Just a little way up the spectrum, near 1660 MHz (a wavelength of 18 cm), a team of 
scientists at MIT Lincoln Labs detected in the 1960s a cluster of radiation lines from 
interstellar hydroxyl ions (OH). Like the Hydrogen Line, the Hydroxyl Lines occur near 
the very quietest part of the radio spectrum. They too should be known to other 
civilizations which have studied the cosmos at radio frequencies.

www.setileague.org
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Penzias and Wilson shared the Nobel Prize in Physics (1978) for 
their discovery of the cosmic microwave background radiation.
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Figure 10.26: A model for noisy 2-ports.

sources must be assumed to be correlated, i.e. < enin > 6= 0, to account for the fact that a
particular noise generation mechanism may produce output noise with both open and short
circuit input terminations.

Up until now, when we have referred to noise voltages and currents, we have implicitly
assumed that en and in were functions of time, i.e. that en and/or in represented the
actual time-domain voltage or current waveforms that would be viewed on a instrument
with some bandwidth, B. For the following discussion, it will be convenient to represent
the bandlimited noise voltage and current with a complex envelope or, in other words, as
noise phasors. For the discussion in this section, let us assume that en(t) and in(t) are the
voltage and current waveforms in a 1 Hz bandwidth centered on some frequency, f . We can
write

en(t) = <(En(t)ej!t)

and
in(t) = <(In(t)ej!t)

where En(t) and In(t) are complex baseband representations of the bandlimited noise signals
en(t) and in(t). The complex signals En and In are analogous to voltage and current phasors
that we are familiar with. The difference is that a purely sinusoidal signal, at some frequency,
can be represented by a constant, complex, phasor whose magnitude and phase completely
describe the signal. Similarly, a noise signal that has been bandlimited to a bandwidth 1
Hz, centered on some frequency, can be represented by a slowly varying3 complex phasor.
We can do circuit analysis using noise phasors in the same way that we do circuit analysis
using standard signal phasors. The difference is that with noise phasors, the quantity of
interest will involve the mean-square value of the noise phasor, since its mean value is always
zero, and is not particularly useful. For example, given the noise phasor En, suppose that
it is necessary to calculate the mean-square value of the corresponding time-domain noise
waveform—we may do this using the following identity:

< e2n >=< (<(Enej!t))2 >=
< |En|2 >

2

10.5.1 The relationship between Te and input noise voltage and
current.

Consider a noisy 2-port terminated with a noiseless source impedance, ZS , as shown in
Figure 10.27.

3The time scale for significant variation will be on the order of B�1, or 1 second for B = 1 Hz.
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Figure 10.27: Noisy 2-port terminated with noiseless input termination.

For the purpose of deriving an expression for the effective input temperature of the 2-
port, the noise generators can be associated with the source, as shown in Figure 10.28. Note
that we have now switched to representing the noise voltage and current with their complex
noise phasors. The effective input temperature can be found by calculating the noise power
available from the source and then equating the result to kTe.
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Figure 10.28: Equivalent input noise generators lumped into the source for the purpose of
deriving an expression for the effective input temperature of the 2-port.

The available noise power from the source shown in Figure 10.28 is

kTe =
< |En + InZS |2 >

8RS
=

1

8RS
{< |En|2 > +2<{< EnI⇤n > ZS}+ < |In|2 > |ZS |2},

(10.69)
where the operator <{} extracts the real part of its argument. Define the complex correlation
coefficient, �:

� = �r + j�i =
< EnI⇤n >p

< |En|2 >< |In|2 >

and the noise voltage and current variances, �2
e , �2

i :

�2
e =< |en|2 >=

< |En|2 >

2
, �2

i =< |in|2 >=
< |In|2 >

2

Then 10.69 can be written

kTe =
1

4RS
{�2

e + 2<{�ZS}�e�i + �2
i |ZS |2}. (10.70)

Expand equation 10.70 using ZS = RS + jXS and � = �r + j�i and complete the squares
to show that:

Te =
�2
i

4kRS
{(RS + �r

�e

�i
)2 + (XS � �i

�e

�i
)2 +

�2
e

�2
i

(1 � |�|2)}. (10.71)
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�e

�i
)2 +
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e

�2
i

(1 � |�|2)}. (10.71)

E↵ective input temperature, Te, is used to refer, or re-assign, all 2-port noise to
the source.

A more fundamental model re-assigns the 2-port noise to a noise voltage source
and a noise current source at the input of the 2-port.

If the input-referred voltage and current sources are assigned to a noiseless
source impedance (ZS), then the noise power available from the source can be
written in terms of the source impedance, rms voltage and current noise (�e,
�i) and their complex correlation coe�cient (� = �r + j�i).
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When |ZS | ! 1 all noise comes from current source.

When |ZS | ! 0 all noise comes from voltage source.

When |ZS | is finite, both voltage and current noise contribute.
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Equation 10.71 shows how the effective input temperature of a 2-port depends on the source
impedance, ZS . The particular source impedance that minimizes Te is called the optimum
source impedance for minimum noise, Zopt. The corresponding minimum value of Te is
denoted by Te,min. It is not hard to show that

Zopt = Ropt + jXopt =
�e

�i

q
1 � �2

i + j�i
�e

�i
(10.72)

Te,min =
�e�i

2k
{
q

1 � �2
i + �r}. (10.73)

When written in terms of Zopt and Te,min, the effective input temperature is:

Te = Te,min + ToGn
|ZS � Zopt|2

RS
(10.74)

where the parameter Gn is called the noise conductance and is given by

Gn =
�2
i

4kTo
. (10.75)

For a particular 2-port, the parameters Te,min, Zopt, Gn are constants that completely
characterize the noise performance of the 2-port. The set of 4 parameters {Te,min, Zopt =
Ropt + jXopt, Gn} are called the noise parameters of the 2-port. Equation 10.74 shows that
the effective input temperature of a 2-port increases quadratically as the source impedance
moves away from the optimum value Zopt. The sensitivity of Te to changes in the source
impedance is determined by the magnitude of the noise conductance parameter, Gn.

Equation 10.74 can be written in terms of reflection coefficients instead of impedances:

Te = Te,min + 4GnZoTo
|�s��opt|2

(1�|�s|2)|1��opt|2

= Te,min + 4Rn

Zo

To
|�s��opt|2

(1�|�s|2)|1+�opt|2

(10.76)

where

�S =
ZS � Zo

ZS + Zo
= actual source reflection coefficient

�opt =
Zopt � Zo

Zopt + Zo
= optimum source reflection coefficient

Rn =
�2
e

4kTo
= noise resistance

In this case, the noise parameters consist of {Rn, �opt, Te,min} or {Gn, �opt, Te,min}.
Contours of constant noise temperature are circles in the source reflection coefficient

plane. In some cases manufacturers will provide plots of constant noise temperature (or
NF) on the device data sheet. Comparison with constant available power gain curves makes
it possible to select a source impedance that provides the best compromise between gain
and NF.
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characterize the noise performance of the 2-port. The set of 4 parameters {Te,min, Zopt =
Ropt + jXopt, Gn} are called the noise parameters of the 2-port. Equation 10.74 shows that
the effective input temperature of a 2-port increases quadratically as the source impedance
moves away from the optimum value Zopt. The sensitivity of Te to changes in the source
impedance is determined by the magnitude of the noise conductance parameter, Gn.

Equation 10.74 can be written in terms of reflection coefficients instead of impedances:

Te = Te,min + 4GnZoTo
|�s��opt|2

(1�|�s|2)|1��opt|2

= Te,min + 4Rn

Zo

To
|�s��opt|2

(1�|�s|2)|1+�opt|2

(10.76)

where

�S =
ZS � Zo

ZS + Zo
= actual source reflection coefficient

�opt =
Zopt � Zo

Zopt + Zo
= optimum source reflection coefficient

Rn =
�2
e

4kTo
= noise resistance

In this case, the noise parameters consist of {Rn, �opt, Te,min} or {Gn, �opt, Te,min}.
Contours of constant noise temperature are circles in the source reflection coefficient

plane. In some cases manufacturers will provide plots of constant noise temperature (or
NF) on the device data sheet. Comparison with constant available power gain curves makes
it possible to select a source impedance that provides the best compromise between gain
and NF.
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Definitive Data:  Motorola reserves the right to change the Production detail specifications as may be required to 
permit improvements in the design of its product. © Motorola, Inc., 2002. All rights reserved.

The MBC13900 is a high performance transistor fabricated using Motorola’s 15 GHz fτ 
bipolar IC process. It is housed in the 4-lead SC-70 (SOT-343) surface mount plastic package 
resulting in a parasitic effect reduction and RF performance enhancements. The high 
performance at low power makes the MBC13900 suitable for front-end applications in 
portable wireless systems such as pagers, cellular and cordless phones.

• Low Noise Figure, NFmin = 0.8 dB (Typ) @ 0.9 GHz, 2.0 V and 5.0 mA

• Maximum Stable Gain, 22 dB @ 0.9 GHz, 2.0 V and 5.0 mA

• Output Third Order Intercept, OIP3 = 18 dBm (Typ) @ 2.0 V and 
5.0 mA

• Ultra small SOT-343 Surface Mount Package

• Available Only in Tape and Reel Packaging

Figure 1.   Pin Connections
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Applications Information

Figure 23.   Constant Gain and Noise Figure Contours

(f = 900 MHz)

Figure 24.   Constant Gain and Noise Figure Contours

(f = 1.9 GHz)
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Typical Performance Characteristics

MOTOROLA MBC13900 Technical Data 5

Figure 5.   Gain-Bandwidth Product versus Collector Current

Figure 6.   Maximum Stable/Available gain and Forward Insertion Gain versus Frequency

Figure 7.   Maximum Stable/Available gain and Forward Insertion Gain versus Frequency
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LM387⇥LM387A Low Noise Dual Preamplifier

General Description
The LM387 is a dual preamplifier for the amplification of low
level signals in applications requiring optimum noise per-
formance� Each of the two amplifiers is completely indepen-
dent⇥ with an internal power supply decoupler-regulator⇥ pro-
viding 110 dB supply rejection and 60 dB channel separa-
tion� Other outstanding features include high gain (104 dB)⇥
large output voltage swing (VCC b 2V)p-p⇥ and wide power
bandwidth (75 kHz⇥ 20 Vp-p)� The LM387A is a selected
version of the LM387 that has lower noise in a NAB tape
circuit⇥ and can operate on a larger supply voltage� The
LM387 operates from a single supply across the wide range
of 9V to 30V⇥ the LM387A operates on a supply of 9V to
40V�

The amplifiers are internally compensated for gains greater
than 10� The LN387⇥ LM387A is available in an 8-lead dual-
in-line package� The LM387⇥ LM387A is biased like the
LM381� See AN-64 and AN-104�

Features
Y Low noise 1�0 mV total input noise
Y High gain 104 dB open loop
Y Single supply operation
Y Wide supply range LM387 9 to 30V

LM387A 9 to 40V
Y Power supply rejection 110 dB
Y Large output voltage swing (VCC b 2V)p-p
Y Wide bandwidth 15 MHz unity gain
Y Power bandwidth 75 kHz⇥ 20 Vp-p
Y Internally compensated
Y Short circuit protected
Y Performance similar to LM381

Schematic and Connection Diagrams

TL⇤H⇤7845–1

Dual-In-Line Package

TL⇤H⇤7845–2

Top View

Order Number LM387N or LM387AN
See NS Package Number N08E

Typical Applications

TL⇤H⇤7845–3

FIGURE 1� Flat Gain Circuit (AV e 1000)
TL⇤H⇤7845–4

FIGURE 2� NAB Tape Circuit

C1995 National Semiconductor Corporation RRD-B30M115⇤Printed in U� S� A�
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Typical Performance Characteristics

VCC vs ICC Gain and Phase Response Response
Large Signal Frequency

(Input Referred)
PSRR vs Frequency

Channel Separation Non-Inverting Amplifier
Distortion vs Frequency

Frequency
Noise Voltage vs

Frequency
Noise Current vs

Inverting Amplifier
Distortion vs Frequency

TL�H�7845–7

3
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For free samples & the latest literature: http://www.maxim-ic.com, or phone 1-800-998-8800.
For small orders, phone 408-737-7600 ext. 3468.

________________General Description
The MAX2406 low-noise amp lifier (LNA)/downconverter
mixer is designed for use over a wide range of frequen-
c i es and  is op t im i z e d  for commun i c a t ions sys t ems
o p era t in g  a t  a  fre q u e n c y o f  1 . 9 G H z .  A p p l i c a t ions
inc lude PWT1900/D CT1900, D CS1800/PCS1900, PHS,
and DE CT. This device inc ludes an LNA , a downcon-
verter mixer, and a loca l-osc illa tor (LO) buffer in a low-
cost, p lastic surfa c e-mount p a cka g e . A t 1 .9 G H z , the
LNA has 2.5dB typ ica l noise figure and a -9.5dBm input
th ird-ord er in terc e p t po in t (IP3). The downconverter
mixer has a low 9.1dB noise figure and a 4.5dBm input
IP3. Image and LO filtering are imp lemented off-chip for
maximum flexib ility. 
The MAX2406 has a d ifferentia l IF port tha t can be used
in a s ing le-end e d conf igura t ion by ty ing the unuse d
side to VC C . The LO buffer can be driven d ifferentia lly
or in a sing le-ended configura tion with only -10dBm of
L O  power .  Power consump t ion is 60mW in re c e ive
mod e , and typ ic a lly drops to less than 1µW in shut-
down mode .
F or  t r a n s c e i v e r  a p p l i c a t i o n s ,  t h e  M A X 2 4 1 0  or
MAX2411A both offer a transmitter a long with a similar
rece iver.

________________________Applications
PWT1900/D CT1900

D CS1800/PCS1900

PHS/PA CS

DE CT

____________________________Features
♦ Integrated LNA/Downconverter 

♦ 3.2dB Combined Receiver Noise Figure:

2.5dB (LNA)

9.1dB (mixer)

♦ -12.5dBm Combined Receiver Input IP3:

-9.5dBm (LNA)

4.5dBm (mixer)

♦ LO Buffer

♦ +2.7V to +5.5V Single-Supply Operation

♦ 60mW Power Consumption

♦ Low-Power Shutdown Mode
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6
Low-Cost Downconverter 
with Low-Noise Amplifier

________________________________________________________________ Maxim Integrated Products 1

20

19

18

17

16

15

14

13

1

2

3

4

5

6

7

8

GND

LNAOUT

GND

GNDGND

GND

LNAIN

GND

TOP VIEW

RXMXIN

GND

IF

IFLO

LO

RXEN

VCC

12

11

9

10

GND

GNDGND

VCC

MAX2406

QSOP

__________________Pin Configuration

POWER
MANAGEMENT

RXMXIN

IF
IF

LO

LNAIN

LNAOUT

RXEN

MAX2406

LO

________________Functional Diagram

19-1303; Rev 0; 10/97

PART

MAX2406EEP -40°C to +85°C
TEMP. RANGE PIN-PACKAGE

20 QSOP

EVALUATION KIT 

AVAILABLE

______________Ordering Information

Typical Application Functional Diagram appears at end of

data sheet.



LO port is interna lly termina ted to 50Ω and provides a
good ma tch (a VSWR of approxima te ly 1.2:1 to 2G Hz ,
and a VSWR of approxima te ly 2:1 to 3G Hz). 

Layout
A properly designed PC board is an essentia l part of
any RF/m icrowave c ircu it . B e sure to use contro lle d
impedance lines on a ll high-frequency inputs and out-
puts, use low-induc tance connec tions to ground on a ll
G ND p ins, and p lace decoup ling capac itors c lose to a ll
VC C connec tions.

For the power sup p l ies , a  s tar topo logy works we l l .
Each VC C node in the c ircuit has its own pa th to a cen-
tra l VC C and a decoup ling capac itor tha t provides low
impedance a t the RF frequency of interest. The centra l
VC C nod e has a larg e d e coup ling c a p a c itor as we ll.
This provides good isola tion be tween the d ifferent sec-
tions of the MAX2406. The MAX2406 EV kit layout can
b e use d as a gu id e to inte gra ting the MAX2406 into
your design.
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_______________________________________________________________________________________ 7

BIAS
CONTROL

MATCH

RX MIXER IF

IF OUT

IF BPF

RF BPF

RF BPF

IF

LO SOURCE

LO
BUFFER

LNAIN

LNAOUT

RXEN

VCC VCC

MAX2406

LNA

____________________________________Typical Application Functional Diagram
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The LO and LO p ins are interna lly termina ted with 50Ω
resistors. See the Typ ica l O pera ting Charac teristics for
a p lot of LO Port Re turn Loss vs. Frequency. A C coup le
the loc a l-osc i l l a tor s igna l to these p ins .  If a  s ing l e-
ended LO source is used , connec t LO to ground .

IF Output Port
The rece ive mixer output appears on the d ifferentia l IF
and IF p ins. These open-collec tor outputs each require
an externa l induc tor to VC C for D C b iasing . This port
typ ica lly requires a ma tching ne twork for coup ling to an
externa l IF filter. For sing le-ended opera tion, connec t
the unused side (typ ica lly IF) to VC C , and decoup le it to
ground with a 1000pF capac itor. F igure 1 shows exam-
p les of s ing le-end e d and d ifferentia l IF port conne c-
t ions .  Re f er to the IF  and IF O u t pu t Imp e d anc e vs .
Fre quency p lot in the Typ ic a l O p era ting Chara c teris-
tics. A t lower IF frequenc ies, a shunt resistor across the
p u l l-u p  in d u c tor ( in s in g l e-e n d e d  a p p l i c a t ions) or
a cross IF and IF (in d ifferentia l a p p lic a tions) c an b e
used to se t the IF impedance .

Power-Down Control
Pu lling RXE N low p la c es the MAX2406 in shu tdown
mode . Power-down is guaranteed with a control voltage
a t or be low 0.6V. The device exits shutdown in 0.5µs
typ ica l. 

__________Applications Information
Extended Frequency Range

The MAX2406 has b e en chara c teriz e d a t 1 .9 G Hz for
use in PCS app lica tions; however, it opera tes over a
much wider frequency range . The LNA ga in and noise
figure , as we ll as re c e ive m ixer convers ion g a in , are
p lo tt e d over a  w id e fre quency rang e in the Typ i c a l
O pera ting Charac teristics . When opera ting the device
a t frequenc ies other than those spec ified in the spec ifi-
ca tion tab le , it may be necessary to design or a lter the
ma t ch ing ne tworks on LN AIN ,  RXMIXIN ,  IF ,  and  (if
used) IF. In some cases, the interna l broadband output
ma tch on LNA O UT may have to be supp lemented by
an ex terna l ma tch ing c ircu it . The Typ ic a l O p era t ing
C hara c teristics prov id e port-imp e d anc e d a ta vs . fre-
quency for use in designing a ma tching ne twork. The

Low-Cost Downconverter 
with Low-Noise Amplifier

6 _______________________________________________________________________________________

F igure 1.  MAX2406 Typ ica l O pera ting C ircuit
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ABSOLUTE MAXIMUM RATINGS

DC ELECTRICAL CHARACTERISTICS

(VC C = 2.7V to 5.5V, RXEN = 2V, LNAIN = RXMXIN = open, LNA O UT pulled up with 100Ω to VC C , IF and IF pulled up with 50Ω to
VC C , TA = -40°C to +85°C . Typ ica l va lues are a t TA = +25°C and VC C = 3.0V, unless otherwise noted .)

Stresses beyond those listed under “Absolute Maximum Ratings” may cause permanent damage to the device . These are stress ratings only, and functiona l
operation of the device at these or any other cond itions beyond those ind icated in the operationa l sections of the spec ifications is not imp lied . Exposure to
absolute maximum rating cond itions for extended periods may affect device re liab ility.

Note 1: Guaranteed by design and charac teriza tion.
Note 2: 1.9G Hz and 1.901G Hz tones a t -30dBm per tone .
Note 3: 1.9G Hz and 1.901G Hz tones a t -21.5dBm per tone .
Note 4: Mixer opera tion is guaranteed to this frequency. For op timum ga in, ad just IF output ma tch. See the IF Output Impedance

(sing le ended) vs. Frequency graph in the Typ ica l O pera ting Charac teristics.
Note 5: Time from RXEN = low to RXEN = high, until the comb ined rece ive ga in is within 1dB of its fina l va lue . Measured with 47pF

b locking capac itors on LNAIN and LNA O UT.
Note 6: A t this LO drive leve l, the mixer conversion ga in is typ ica lly 1dB lower than with -10dBm LO drive .

VC C to G ND ................................................................-0.3V to 6V
LNAIN Input Power ...........................................................15dBm
LO , LO Input Power ..........................................................10dBm
RXMXIN Input Power ........................................................10dBm
RXEN Voltage to G ND ................................-0.3V to (VC C + 0.3V)
RXEN Current ........................................................................5mA

Continuous Power D issipa tion  (TA = +70°C)
QSOP (dera te 9.1mW/°C above +70°C) ......................727mW

Junc tion Tempera ture ......................................................+150°C
O pera ting Tempera ture Range ...........................-40°C to +85°C
Storage Tempera ture .........................................-65°C to +165°C
Lead Tempera ture (soldering , 10sec) .............................+300°C

RXEN = 2.0V

RXEN = G ND , VC C = 3.0V

CONDITIONS

V0.6RXEN Input Voltage Low
V2.0
V2.7 5.5Supp ly-Voltage Range

RXEN Input Voltage H igh

µA0.1 1.0RXEN Input B ias Current
mA20 30Supp ly Current, Rece ive Mode
µA0.1 10Supp ly Current, Shutdown Mode

UNITSMIN TYP MAXPARAMETER

TA = TMIN to TMAX

TA = +25°C

(Notes 1 and 4)

RXEN = high or low

(Note 3)
Sing le sideband

(Note 2)

TA = +25°C

(Note 6)

TA = TMIN to TMAX

(Notes 1 and 5)

CONDITIONS

dBm-49LO to LNAIN Leakage
dBm-17Minimum LO Drive Leve l
µs0.5 2.5Rece iver Turn-On Time

dB2.5LNA Noise F igure
12.2 18.8

dB
13.6 16 17.6

LNA G a in (Note 1)

MHz450Mixer Output Frequency
dBm-7Mixer Input 1dB Compression
dBm4.5Mixer Input IP3
dB9.1Mixer Noise F igure

dBm-9.5LNA Input IP3
dBm-5.6LNA Output 1dB Compression

dB
7.4 8.4 9.0

Mixer Conversion G a in (Note 1)
6.2 10.2

UNITSMIN TYP MAXPARAMETER

AC ELECTRICAL CHARACTERISTICS

(MAX2406EVKIT, Rev. B , VC C = 3.0V, RXEN = VC C , ƒLO = 1.5G Hz , ƒLNAIN = ƒRXMXIN = 1.9G Hz , PLNAIN = -30dBm, 
PRXMXIN = -21.5dBm, PLO = -10dBm, d ifferentia l IF opera tion, 50Ω system, TA = +25°C , unless otherwise noted .)


